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This paper presents a Bayesian approach for foreground segmentation in monocular
image sequences. To overcome the limitations of background modeling in dealing with
pixel-wise processing, spatial coherence and temporal persistency are formulated with
background model under a maximum a posterior probability (MAP)-MRF framework.

Fuzzy clustering factor was introduced into the prior energy of MRFs for the new imple-
mentation scheme, where contextual constraints can be adaptively adjusted in terms of
feature cues. Experimental results for several image sequences are provided to demon-
strate the effectiveness of the proposed approach.
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1. Introduction

Foreground segmentation in image sequences is very important in many application

areas such as video surveillance, object tracking, and human computer interaction.

A typical method is background subtraction involving calculating a reference image,

subtracting each new frame from this image and thresholding the result. However,

accurate foreground segmentation could be difficult due to potential variability,
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such as illumination or moving background, and camouflage. Many approaches for

background subtraction have been proposed over the past decades, but usually

differ in the ways of modeling the background. Pfinder1 uses a single Gaussian

background model per pixel, the pixel intensity is updated recursively by a lin-

ear adaptive filter. Stauffer and Grimson2 modeled each pixel as a K mixture of

Gaussian distributions to represent various background appearances. Elgammal3

proposed the nonparametric estimation method for modeling background. They

used kernel density estimation method to establish local membership of a pixel.

But these methods can lead to misclassification of foreground if the background

scenes are complex, for example, if the colors of the pixels in the region change

widely over time, foreground objects with similar colors could easily be misclassi-

fied as background. Many researchers took the consideration of combing spatial and

temporal information to solve the problem. Li et al.4 proposed a method to employ

the statistics of color co-occurrence to model the dynamic features associated with

a background object. Sheikh and Shah5 have exploited spatial correlation among

pixels by using the position of a pixel along with the color. On the other hand,

the pixel-pair relationship is attracting more and more researchers because of its

advantage in propagating neighborhood information, which incorporate long-range

dependencies between pixels. A dynamic framework of topology free HMM capable

of dealing with sudden or gradient illumination changes is proposed in 6. In his pa-

per, the topology and parameter estimation is posed as a model selection problem

with an MDL prior. Spatial color distribution7 can be used to characterize back-

ground and foreground objects within dynamic scenes. Wang8 has considered the

background, shadow, and foreground to be stochastic processes, their spatial inter-

action constraint of neighboring pixels can be modeled by markov random fields.

Another dynamic conditional random field model9 was proposed to exploit tempo-

ral and spatial dependencies of consecutive segmentation fields. The work in 10 has

started an important line of research in using motion and its spatial context. They

use new features to capture the visual context and filling-in missing, motionless

regions. When training examples are available, statistical learning methods can be

used to segment foreground and background11. Stereo-based segmentation12 seems

to achieve the most robust results as background objects are correctly separated

from the foreground independently from their motion- stasis characteristics. Hong

Yang et al.13 14 proposed a spatial-temporal smooth model based on conditional

random field, data dependencies are encoded into the model for accurate foreground

segmentation.

In fact, a primary difficulty in foreground segmentation lies in modeling the

relationship between pixel pairs precisely and robustly. In this letter, we present a

clustering approach to represent the state of foreground and background at each

pixel in the markov random fields (MRFs) statistical framework. Gaussian mixture

background model is used to model likelihood energy. Besides that, a fuzzy clus-

tering factor was introduced to form the prior energy whose feature cue is based

on multi-histogram and fuzzy c-means clustering algorithm, which can enable us
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to exploit the spatial and temporal coherence to maintain the continuity of our

segmentation. Our feature cue utilizes the spatial and temporal information ade-

quately by analyzing characteristics among different intensity levels in an image

sequence.

The rest part of the paper is organized as follows. In Section II we introduce the

adaptive background modeling algorithm to build the likelihood energy. Section III

introduces fuzzy clustering factor based on multi-histogram and fuzzy c-means clus-

tering. The foreground segmentation process based on MRFs statistical framework

is described in Section IV. In Section V, we demonstrate the effectiveness of our

approach by providing some appealing experimental results. Finally, the conclusion

is reached in Section VI.

2. Adaptive Background Model for Segmentation

Color is the most direct evidence used in the process of foreground segmentation.

When dealing with dynamic background, a robust background model plays an im-

portant role in improve spatial coherence. However, all the observed data are not

of the same importance when given the video sequence. Our approach must first

model the background of the image sequence which is also referred in the work of 8.

Each pixel in the scene is modeled by a mixture of K Gaussian distributions. The

probability that a certain pixel has a value of gk(x) can be written as

p(gk(x)) =
K∑
i=1

wi,kη(gk(x), θi,k) (1)

where wi,k is the weight parameter of the corresponding Gaussian component.

η(gk(x), θi,k) is the Normal distribution of the component. So our observation model

for background is denoted as [8]

bk(x) = µk(x) + nk(x) (2)

where bk(x) is the intensity of a single pixel x at time k, and µk(x) is the

intensity mean, nk(x) is the independent zero mean additive noise with variance

σ2
k(x) at time k. Our entire background is expressed by (µk(x), σ

2
k(x)), which is

denoted as θ. An online EM approximation is used to train the GMMs based on

the ideas from Stauffer and Grimson. Because the Gaussians are ordered by the

value of w
σ , the first Gaussian distribution that has the highest value is chosen as

the background model for each pixel.

θk(x) = (µe,k, σ
2
e,k(x))

T (3)

where e = argmaxi
wi,k(x)
σi,k(x)
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3. Fuzzy Clustering Factor on Multi-histogram

In order to provide the fuzzy clustering factor for the prior model in our statis-

tical framework, we introduced fuzzy c-means (FCM) algorithm based on multi-

histogram. FCM, an unsupervised fuzzy clustering technique, is a new multi-

threshold selection method based on artificial intelligence and suits for the uncertain

and ambiguous characteristics in image processing. But the conventional FCM clus-

tering algorithm considers15 only the intensity levels of the pixels and ignores the

spatial distribution of pixels. A lot of methods are put forward in order to conquer

this limitation 16 17. But all these methods increased the computation load when

introducing spatial information into clustering, which may become uncontrollable

in our foreground segmentation framework. To overcome this limitation, we extend

the conventional histogram to a broader one and propose a new method to get our

clustering factor. By analyzing different features among different intensity levels,

spatial information can be used adequately. In [18] multi-histogram fuzzy cluster-

ing method is proposed, which the theory is the same as ours. But it is used for

different application, and we extended the conventional histogram to a broader one

and proposed a new method to get our clustering factor.

The FCM algorithm is an iterative partitioning method that produces an opti-

mal c-partition which can be referred in 17. In fact, besides frequency distribution

of intensity levels, there are many other kinds of statistical information, such as

the whole position and standard deviations of intensity levels, which can reflect the

global spatial distribution. Given a grayscale image I with n intensity levels, we

suppose

x
′

i = (mxi,myi, si, fi, i) (4)

where i = 1, 2, ..., n, mxi =
∑fi

j=1 pxj

fi
, myi =

∑fi
j=1 pyj

fi
,pj = (pxj + pyj)

1
2 , si =

∑fi
j=i[pj−

∑fi
j=1

pj

fi
]2

fi
. mxi, myi, si are the horizontal mean coordinates, vertical mean

coordinates and standard deviations of all the pixels in level i respectively and

present the spatial information of an image. Obviously the problem is translated

into a multidimensional feature space while the problem does not become more

complex. Suppose the image is 256 intensity levels and 256 ∗ 256 size, then the

number of feature vectors of is 256 ∗ m, where m, the number of the extracted

features, is chosen to five. So the number of feature vectors of our method is only

256 ∗ 5 , while that of FCM algorithm is 256 ∗ 256 ∗ 1. Apparently, the computation

cost is far less than that of FCM algorithm. Apparently, it can not only decrease the

computation cost by increasing several dimension, but also the spatial information

used in clustering is increased greatly.

On the other hand, the weights of the feature vector have different dimensions,

if we classify the image data directly, it will fail. We should normalize these weights

to eliminate the negative effects of different dimensions. Its normalized features are
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(a) car (b) clustering

Fig. 1. original frame and segmentation mask

listed as follows

xi1 =
mxi

max{[(mxi)2 + (myi)2]
1
2 }

,

xi2 =
myi

max{[(mxi)2 + (myi)2]
1
2 }

,

xi3 =
si

max(si)
,

xi4 =
fi

max(fi)
,

xi5 =
i

n
,

(5)

where i = 1, 2, ..., n, All of the above features compose the feature vector xi =

{xi1, xi2, xi3, xi4, xi5}, and then the finite set X = {xi} of n data patterns is ob-

tained. A looser normalized condition was substituted in the conventional FCM,

which is to make the sum of the membership degree of all data samples to each

class be n, that is,

c∑
j=1

n∑
i=1

µj(xi) = n (6)

Under this condition, our membership function is represented as follows:

µj(xi) = n ∗ ( 1

||xi −mj ||2
)

1
b−1 (

c∑
p=1

n∑
q=1

(
1

||xi −mj ||2
)

1
b−1 )−1 (7)

where i = 1, 2, ..., n, j = 1, 2, ..., c. The relationships among different feature cues

based on sequence can be seen in Fig.1 and Fig.2.
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(a) x4 (b) x1 (c) intensity

(d) x2 (e) x3 (f) x5

Fig. 2. Results of multi-histogram based FCM on sequence

4. Bayesian foreground segmentation

To extract the foreground given the current frame, background, feature cues, we

wish to compute the maximum a posterior (MAP) estimation of the segmentation

field. We take F = {fs}s∈S to represent a set of image data where fs stands for the

gray level at pixel s. s is the site of a pixel and S is the set of all pixels’ site. The

segmentation problem can be converted to find the labeling w which maximizes

p(w|F ). Bayes theorem tells us that p(w|F ) = p(F |w)p(w)
p(F ) . Actually p(F ) does not

depend on the labeling and we have the assumption that conditional independence

exists among spatially distinct observations. It is then easy to see that the global

labeling which we are trying to find is given by

w = maxw∈Ω

∏
s∈S

p(fs|ws)
∏
s∈S

p(ws) = maxw∈Ω

∏
s∈S

p(fs|ws)
∏
z∈Z

exp(−Vk(x, y|x, y ∈ S))

(8)

It is obvious from this expression that a posterior probability also derives from a

MRF. The energies of cliques directly reflect the probabilistic modeling of labels
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without context, which would be used for labeling the pixels independently. Let

us assume that the likelihood model p(fs|ws) is Gaussian, its parameter can be

represented by θk(x) mentioned above. We get:

p(fs|ws) =
exp{−|fs−µws (x)|

2

2σ2
ws

(x) }
√
2πσws(x)

(9)

The prior model p(w) represents the prior probability of the segmentation field.

According to the Hammersley-Clifford theorem, the density is given with the above

form in 19 20. where Vk is the potential function at time k, Z is the set of all

cliques z . Only two pixel cliques are used in our work. Spatial connectivity can be

imposed by the feature cue in the form of fuzzy clustering factor. The two pixel

clique potential can be defined as:

V (x, y) =
β||x− y||

2
(10)

where ||x − y|| =
∑m

l=1 |µxl − µyl| ∗ ||x − y|| denotes the distance of the fuzzy

set, m is the number of classification, and ||x− y|| is the Eculidian distance. Thus

two neighboring pixels are more likely to belong to the same class than to different

classes. Also, if the cliques potential lose its fuzziness, our potential will degrade

to the classical Pottes model in Markov random fields. β controls the influence of

the prior term. In maximum likelihood estimation, it must deal with the partition

function, which brings a large computation load in the parameter estimation. We use

pseudo-likelihood to substitute the maximum likelihood to estimate the parameter

β.

To Potts model, we can give that its maximum pseudo-likelihood estimation is

the implicit solution decided by this equation as follows (see Appendix A):

t(f) =
∑
s∈S

Ep[n(s, fs)] (11)

where Ep[n(s, fs)] is mean of n(s, fs) to local conditional probability of Markov,

n(s, fs) is the number of pixel which has different intensity value in the third-order

neighborhood system. Thus, the prior parameter can be denoted as λt(f), it can

be adaptively changed with time. Combining the above models, the Bayesian MAP

estimation is obtained by minimizing the objective function, we get:

w = minw∈Ω(
∑
s∈S

(log(
√
2πσws) +

(fs − µws)
2

2σ2
ws

)) + λ
∑
z∈Z

exp(−Vk(x, y|x, y ∈ Z))

(12)

Obviously, there is no simple method of performing the optimization; furthermore,

the objective function does not have a unique minimum since it is no convex. The



October 19, 2010 13:53 WSPC/INSTRUCTION FILE ws-ijig

8 Wenjia Yang, Lihua Dou and Juan Zhang

global inference in the MAP-MRF framework is worked out by using max flow min

cut algorithm proposed recently by Boykov et al. in 21.

5. Experiment results and discussion

The proposed approach has been tested in various environments, including both

indoor and outdoor scenes. Here, we describe five different sequences that repre-

sent typical situations critical for foreground segmentation, and present qualita-

tive results obtained with the proposed method. The walking sequence and ar-

mored car sequence were video clips taken by non-professional users with hand-

held consumer digital cameras. Laboratory sequence can be available from http :

//cvrr.ucsd.edu/aton/shadow/index.html. Our C program can process about one

to two frames per second, of size 320 ∗ 240 on a Pentium4 2.8GHz PC. The pa-

rameters of the proposed model are set manually without great difficulty. The local

model of GMM consists of five Gaussians, the parameters of initial w and σ2 can

be set in 0.05 and 30. The model parameter β was adaptively estimated by Pseudo-

likelihood. It changes with the segmentation model, which controls the influence of

the prior term. λ is set to 1 to balance the prior and likelihood.

For color image sequences, they are first converted into grayscales ones. The

proposed technique is compared to the Gaussian Mixture Model, the Pfinder and

Liyuan Li4 method. The manually segmented ”ground truth” foreground images are

also shown. Fig.3 shows the segmentation results for the outdoor walking sequence.

In this sequence, a man is walking on balcony of a building. It represents an example

of easy sequence, in that its background is quite stable, but the lighting conditions

will change according to time. Compared with the other methods, we can get more

details in the foreground. Fig.3(c) shows the similar result of the foreground with

us but in Fig.3(c) the detail of the foot could not be segmented accurately. Li’s

method can segment the foreground globally. But it exists empty hole in the part

of body segmentation.

Sequence ”laboratory” consists a people walking past a table of the laboratory,

it is obviously that this scene is more complicated than the walking man. This is

an example of hard sequence because the light condition is much worse than in the

previous, and the moving person is disrupted by the table. Fig.4(c) segmented the

foreground and the table together, it makes us fail to recognize the people in the

image sequence. Fig.4(d) improved this but it also segmented no use background

into the foreground. In Fig.4(e) the foreground segmentation result demonstrates

better. Our proposed method presents a more accurate result in details. Fig.5 shows

another segmentation results from laboratory sequence. When opening and closing

the door of the cabinet, foreground segmentation was not performed well in other

methods. In Fig.5 (f), fuzzy clustering factors were exploited to enhance the spa-

tial and temporal coherence, which enables us to maintain the continuity of our

segmentation.

In Fig.6 we used anther outdoor sequence, which is available on the net pro-
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(a) walking sequence (b) ground truth (c) pfinder

(d) GMM (e) Li (f) Proposed algorithm

Fig. 3. Results of foreground segmentation on outdoor walking sequence

(a) laboratory sequence (b) ground truth (c) pfinder

(d) GMM (e) Li (f) Proposed algorithm

Fig. 4. Results of foreground segmentation on laboratory sequence

vided by Reading University’s pet2001data. The error of the segmentation results

appeared large in that a lot of flickering background was segmented as foreground,

while this effect is successfully overcome in Fig.6(f). Because the spatial and tem-

poral coherence between pixels which is combined with feature cues will globally

decrease the false segmentation. It helps locate structure changes of the scene and
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(a) laboratory2 sequence (b) ground truth (c) pfinder

(d) GMM (e) Li (f) Proposed algorithm

Fig. 5. Results of foreground segmentation on laboratory2 sequence

(a) pet2001 sequence (b) ground truth (c) pfinder

(d) GMM (e) Li (f) Proposed algorithm

Fig. 6. Results of foreground segmentation on pet2001 sequence

improves the reliability of foreground segmentation.

Fig.7(a) shows us the most complicated scene in the outdoor. It contains light

changes, moving background, and camouflage and so on. The other two meth-

ods are affected by moving background and can not segment the foreground accu-

rately. But our proposed algorithm shows a similar result with Li’s method. Besides
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(a) armored car sequence (b) ground truth (c) pfinder

(d) GMM (e) Li (f) Proposed algorithm

Fig. 7. Results of foreground segmentation on armored car sequence

(a) 2D tracks in 160 frames (b) 3D tracks in 50 frames

Fig. 8. tracks of moving foreground

that, Fig.8(a) shows 2D moving tracks of segmented foreground in 160 frames and

Fig.8(b) shows 3D moving tracks of the foreground in 50 frames, it demonstrates the

continuity and consistency in spatial-temporal field of our foreground segmentation

algorithm.

For measuring accuracy we adopted two different metrics22. Detection rate gives

the percentage of detected true positives as compared to the total number of the true

positives in the ground truth. Positive Prediction gives the percentage of detected

true positives as compared to the total number of items detected by the method.
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DR =
tp

tp+ fn
(13)

PP =
tp

tp+ fp
(14)

where tp is the total number of true positives, fn is the total number of false

negatives, and tp + fn indicates the total number of items present in the ground

truth. fp is the total number of false positives, tp+ fp indicates the total number

of detected items. We use these two metrics to demonstrate the effectiveness of our

method.

Table 1. Segmentation accuracy of different methods

Video sequence Detection rate % Positive prediction %

Pfinder 55.65 4.18

GMM 57.97 4.31
Li 65.33 87.94

Our method 67.82 95.12

Fig.9 shows the segmentation results in laboratory sequence with camouflage

and shadow environment. Wang’s method deals with foreground and shadow seg-

mentation in indoor sequence. while our method lies in the construction of seg-

mentation model and feature cues utilization to segment foreground both indoor

and outdoor. So we segmented the shadow into the background together. In Fig.9

(d), we can eliminate the local camouflage by spatial and temporal constraints in

our proposed framework. When dealing with global camouflage, it also performs

not very well as lacking of global information. The effects of shadow and camou-

flage in the video sequence are the next work of our research, because we can add

our shadow model in the MAP-MRF framework and camouflage is decreased by

encouraging the information of continuous segmentation regions.

6. Conclusion

In this paper, we proposed a clustering approach for foreground segmentation in

image sequences. In our work, fuzzy clustering factor was introduced into the statis-

tical maximum a posterior probability (MAP)-MRF framework. It combines spatial

information, temporal information and clustering information in feature space. Ex-

perimental results show that our method successfully deals with various dynamic

backgrounds. How to further decrease the computation load and deal with shadow

and camouflage in our model is the topic of our future study.

Appendix A. Appendices

The maximum pseudo likelihood function is defined as
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(a) shadow sequence (b) Wang (c) Proposed algorithm

(d) camouflage sequence (e) Wang (f) Proposed algorithm

Fig. 9. Results of foreground segmentation on shadow and camouflage enviroment

PL(f) =
∏
s∈S

p(fs|fNs) =
∏
s∈S

exp(−βn(s, fs))∑
fs∈L exp(−βn(s, fs))

(A.1)

the Log-pseudo likelihood function is computed as

logPL(f) =
∑
s∈S

log[
exp(−βn(s, fs))∑

fs∈L exp(−βn(s, fs))
] =

∑
s∈S

[−βn(s, fs)−log(
∑
fs∈L

exp(−βn(s, fs)))]

(A.2)

Also

=
∂

∂β
(log[p(fs|fNs)]) (A.3)

= −n(s, fs) +
n(s, 1)exp[−n(s, 1)β] + . . .+ n(s, k)exp[−n(s, k)β]

exp[−n(s, 1)β] + . . .+ n(s, k)exp[−n(s, k)β]
(A.4)

= −n(s, fs) + n(s, 1)p(fs = 1|xNs) + . . .+ n(s, k)p(fs = k|xNs) (A.5)

= −n(s, fs) + Ep[n(s, fs)] (A.6)

So

∂

∂β
(log[PL(f)]) =

∑
s∈S

−n(s, fs) + Ep[n(s, fs)] (A.7)

Let

∂

∂β
(log[PL(f)]) = 0 (A.8)

We can get

t(f) =
∑
s∈S

Ep[n(s, fs)] (A.9)
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Which is the maximum pseudo likelihood estimation of β.
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