
Hao Li1
e-mail: lhnewmind@yahoo.com

Lihua Dou

School of Automation,

Beijing Institute of Technology,

Beijing 100081, China

Key Laboratory of Complex System Intelligent

Control and Decision,

Beijing Institute of Technology,

Ministry of Education,

Beijing 100081, China

Zhong Su
Key Laboratory of Modern Measurement

& Control Technology,

Beijing Information Science

& Technology University,

Ministry of Education,

Beijing 100101, China

Adaptive Dynamic Surface Based
Nonsingular Fast Terminal
Sliding Mode Control for
Semistrict Feedback System
This paper focuses on an adaptive dynamic surface based nonsingular fast terminal slid-
ing mode control (ADS-NFTSMC) for a class of nth-order uncertain nonlinear systems in
semistrict feedback form. A simple and effective controller has been obtained by intro-
ducing dynamic surface control (DSC) technique on the basis of second-order filters that
the “explosion of terms” problem caused by backstepping method can be avoided. The
nonsingular fast terminal sliding mode control is adopted in the last step of the controller
design, and the error convergence rate is improved. An composite adaptive law is used to
gain fast and accurate parameter estimation. Finally, simulation results are presented to
illustrate the effectiveness of the proposed method. [DOI: 10.1115/1.4005373]

1 Introduction

Control of uncertain systems has been the focus of the control
realm. Robust control and adaptive control are two commonly
used methods, which can solve uncertain issues in control systems.
Sliding mode control (SMC) which provides invariance to matched
uncertainties once the system dynamics are controlled on the slid-
ing mode is an efficient and effective robust approach to manipu-
late control problems of uncertain systems. It has been widely used
in practical systems for its simplicity in controller design [1]. How-
ever, the invariance of SMC is lost in systems with mismatched
uncertainties. Adaptive backstepping control is a systematic design
technique that can tackle mismatched uncertainties in systems,
which can be transformed into parameter strict feedback form or
semistrict feedback form [2]. The combination of these two meth-
ods may help to overcome some problems of either controller and
has been widely studied in the last few years. An adaptive back-
stepping sliding mode control (ABSMC) approach is proposed in
Ref. [3] for systems with relative degree one, and then the method
is extended to parameter pure feedback system [4] and parameter
strict feedback system [5]. In Ref. [6], a systematic design method
of ABSMC for semistrict feedback system is discussed, and the
system states can be steered onto the sliding mode. A symbolic
algebra toolbox allows straight forward design is presented by
Zinober and Rios-Bolivar [7]. Some applications to linear induc-
tion motor is given by Lin et al. [8,9], where the bounds of the
lumped uncertainty is estimated by adaptive laws and good tran-
sient response is ensured by SMC.

Although the ABSMC have many merits, but a drawback of the
design procedure is the “explosion of terms” caused by backstep-
ping approach, and the dynamic surface control (DSC) technique
has been proposed to avoid this problem. A first order low-pass fil-
ter is used to acquire the derivative information of the virtual con-
trol at each step of the conventional backstepping design procedure
in Refs. [10]–[16]. Yip and Hedrick proved the semiglobal stability
of the combined adaptive backstepping-first order filter system by
singular perturbation approach [10] and applications on automobile

control were given in Ref. [11]. The robust control for non-
Lipschitz system is given by Swaroop et al. [12] where arbitrary
small tracking error can be achieved. Song et al. [13] proposed a
systematic approach to design and to analyze the controller gains
and filter time constants for DSC via convex optimization. The
DSC method is then extended to radial basis function (RBF) neural
network based adaptive control system [14,15] where uncertain
nonlinearities are approximated by RBF networks. In Ref. [16], the
composite adaptive law is introduced to the DSC method to
enhance the parameter estimation. However, the measurement
noise can directly propagate to the derivative information of the
virtual control effort with the first order filter [17]. In Ref. [17],
Lu et al. indicate that second-order filters have some advantages
over the first order filter in DSC, and researchers introduce the
second-order filter based DSC to several applications, such as fin
stabilizer [18], mobile manipulators [19], and flight controller [20].

One drawback of the aforementioned control methods is only
the linear sliding surface is used. To improve the error conver-
gence rate, nonsingular fast terminal sliding mode control
(NFTSMC) [21], which can achieve finite-time stability is adopted
in the last step of ABSMC. In Ref. [22], an adaptive backstepping
based terminal sliding mode controller for parameter strict feed-
back system is proposed, where the finite-time convergence of the
error in the last step is achieved. In Ref. [23], a robust and adapt-
ive terminal sliding mode control based on backstepping is pre-
sented for strict-block-feedback systems with uncertainties. The
introduction of NFTSMC can enhance the performance of the
backstepping based control system in comparison with ABSMC.
But NFTSMC cannot deliver the same convergence performance,
while the system states are far away from the equilibrium point.

In this paper, motivated by the pioneering works reported in the
literature, the above mentioned problems are addressed. An adapt-
ive dynamic surface based nonsingular fast terminal sliding mode
control (ADS-NFTSMC) method is discussed for a class of nth-
order semistrict feedback systems. The design is performed in a
step by step manner. For each step, a second-order filter is adopted
to gain the information of derivative of the virtual control effort.
An adaptive robust virtual control law is designed to stabilize each
subsystem in the former n� 1 steps. While an adaptive NFTSMC
is employed in the last step to stabilize the whole system. NFTSMC
provides fast finite-time convergence of errors either far away
from or near by the equilibrium point, and the performance of the
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close-loop system can be improved. The uncertain parameters in
the system are updated by composite adaptive law, which can
achieve fast and accurate parameter estimate.

This paper is organized as follows. In Sec. 2, the problem and
some preliminaries are presented. Design procedures of the con-
troller and parameter adaptive law are given in Sec. 3. In Sec 4,
stability analysis of the system is declared. In Sec. 5, the advan-
tages of the proposed ADS-NFTSMC are illustrated by some com-
parative simulations, and some conclusions are drawn in Sec. 6.

2 Problem Formulation and Preliminaries

In this section, the control problem is formulated. Consider the
following semistrict feedback uncertain system [16]

_xi ¼ �uT
i ð-iÞh0

i þ bixiþ1 þ Diðx; tÞ
i ¼ 1; 2;…; n� 1

_xn ¼ �uT
n ð-nÞh0

n þ bnuþ Dnðx; tÞ
y ¼ x1

8>>>><
>>>>:

(1)

where -i ¼ ½x1;…; xi�T 2 Ri, -n ¼ x ¼ ½x1;…; xn�T 2 Rn is the
system state vector, y [ R is the system output, and u [ R is the system
input. In the ith ði ¼ 1; 2;…; nÞ channel, bi is the unknown input gain,
h0

i 2 Rmi�1 is the uncertain parameter vector, uið �xiÞ 2 Rmi�1 is
smooth functions, which is known and Di(x,t) is unmodeled dynamics.

As shown in system (1), the parameters of the model cannot be
accurately determined, but we assume that the uncertain parameters
lie in some previously known intervals, as shown in assumptions
1 and 2. In addition, assumption 3 is for the desired trajectories.

Assumption 1. The uncertain parameters h0
i and bi are bounded

and the bounds are known in advance, i.e.

h0
i 2 Xh0

i
:¼ fh0

i : h0;min
i � hi � h0;max

i g
bi 2 Xbi

:¼ fbi : 0 < bmin
i � bi � bmax

i g
(2)

where h0;min
i , h0;max

i , bmin
i , and bmax

i are known. Furthermore,
bmin

i > 0, which conforms to the physical point of view.
Assumption 2. The unmodeled dynamics is bounded, i.e.,

Di 2 Xdi
:¼ Di : Dij j � 1di

� �
, where 1di

> 0 is known.
Assumption 3. The desired trajectory xd is continuous, and its

first-order derivative _xd and second-order derivative €xd are
bounded and available.

In order to design the controller conveniently, we transform the
model in Eq. (1) into the following form:

hi;mi
_xi ¼ �uT

i ð-iÞ�hi þ xiþ1 þ D0iðx; tÞ
i ¼ 1; 2;…; n� 1

hi;mn
_xn ¼ �uT

n ð-nÞ�hn þ uþ D0nðx; tÞ
y ¼ x1

8>>>><
>>>>:

(3)

where hi;mi
¼ 1

bi
, �hi ¼ h0

i

bi
, hi 2 Rmi�1, D0iðx; tÞ ¼

Diðx;tÞ
bi

, i ¼ 1;…; n.

According to assumption 1, there exists �hmin
i , �hmax

i , hmin
i;mi

, and

hmax
i;mi

satisfying �hi 2 ½�hmin
i ; �hmax

i � and hi;mi
2 hmin

i;mi
; hmin

i;mi

h i
, respec-

tively, where i ¼ 1;…; n. Moreover, �hmin
i , �hmax

i , hmin
i;mi

, and hmax
i;mi

are

functions of h0;min
i , h0;max

i , bmin
i , and bmax

i in respect. From assump-

tion 2, it can be seen that D0iðx; tÞ is bounded. So the model in Eq.
(3) has the following properties:

Property 1

�hi 2 Xhi
:¼ f�hi : �hmin

i � �hi � �hmax
i g

hi;mi
2 Xhi;mi

:¼ fhi;mi
: 0 < hmin

i;mi
� hi;mi

� hmax
i;mi
g

D0i 2 XD0i
:¼ fD0i : D0i

�� �� � 10di
g

(4)

where �hmin
i , �hmax

i , hmin
i;mi

, hmax
i;mi

, and 10di
are known.

Consider model (3), which has unknown parameters, disturb-
ance and unmodeled dynamics, the control problem is formulated
as follows. Given the desired trajectory xd, the object is to design
a bounded control law for the input u such that the system is stable
and the output y tracks the desired output trajectory xd as closely
as possible in spite of the aforementioned uncertainties.

Some notions that will be used in the following sections are
introduced. For simplicity, the following notations will be used: �i

for the ith component of the vector �, �̂ for the estimate of �, �min

for the minimum value of � and �max for the maximum value of �.
||�|| is the Euclidean norm of �. kmin(*) and kmax(*) are the mini-
mum eigenvalue and maximum eigenvalue of the matrix *,
respectively. The operation � (or �) for two vectors is performed
in terms of the corresponding elements.

3 Controller Design

In this section, the DSC technique based on second-order filters
is used to design an ASMC instead of the integral backstepping
method, and in sequence the explosion of terms problem is
avoided. Then, a composite adaptive law is introduced to estimate
the uncertain parameters.

3.1 Control Law Design. A dynamic surface control
approach on the basis of second-order filters is adopted in this pa-
per. The design is based on the following error variables:

e1 ¼ x1 � xd

e2 ¼ x2 � z11

..

.

en ¼ xn � zðn�1Þ1

8>>><
>>>:

(5)

where xd is the desired trajectory of the system and the first step,
while z(i� 1)1 is the desired trajectory for the ith step, z(i� 1)1 is the
output of the filter with input ai� 1, and ai� 1 is the virtual control
in the i� 1 step.

The design process is as follows:
Step 1. The error variables related to the design in step 1 are

e1¼ x1� yd and e2¼ x2� z11. The derivative of e1 is _e1 ¼ _x1 � _yd .
Then, from Eq. (3), we can obtain the following dynamics:

h1;m1
_e1 ¼ h1;m1

_x1 � h1;m1
_yd

¼ �uT
1 ð-1Þ�h1 þ x2 � D01ðx; tÞ � h1;m1

_yd

¼ x2 �WT
1 ð-1ÞH1 � D01ðx; tÞ

(6)

where W1ð-1Þ ¼ ½uT
1 ð-1Þ; _yd�T, H1 ¼ ½�hT

1 ; h1;m1
�T, and H1 2 Rm1 .

If x2 is the control input in the first channel of model (3), then
from Eq. (6) one could synthesize a virtual control law a1 for it. A
similar controller as that in Ref. [24] for Eq. (6) is as follows:

a1 ¼ a1a þ a1s (7)

where a1a is the adaptive control term and a1s is the robust control
term. Let

a1a ¼ WT
1 ð-1ÞĤ1 (8)

where Ĥ1 ¼ ½ �̂h
T

1 ; ĥ1;m1
�T.

The robust control term a1s contains two parts are

a1s ¼ a1s;1 þ a1s;2

a1s;1 ¼ �k11e1

a1s;2 ¼ �k12 tanh �h1k12e1ð Þ
(9)

where k11> 0, k12 > 10d1
, �h1> 0, and “tanh” is the hyperbolic tan-

gent function.
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In traditional backstepping based sliding mode control, the
derivative of a1 is needed in next step; however, it is difficult to
find the derivatives. In this paper, filters are used to eliminate the
analytic computation, the derivative of the virtual control effort.
In step 1, the proposed filter which is similar to that in Refs. [19]
and [20] is as follows:

_z11 ¼ �
1

s11

ðz11 � a1Þ � g11 tanhð�k11g11ðz11 � a1ÞÞ � e1 (10)

where s11> 0, g11> 0, �k11 > 0. s11 is the time constant of the fil-
ter, g11 and �k11 are designed constants.

The filter dynamics should be considered in stability analysis as
the filter is used, and the Lyapunov candidate is defined as

V1 ¼ Ve1
þ V ~H1

þ Vh11
(11)

where Ve1
¼ 1

2
h1;m1

e2
1, V ~H1

¼ 1
2

~HT
1 C�1

1
~H1, ~H1 ¼ Ĥ1 �H1,

Vh11
¼ 1

2
h2

11, h11¼ z11� a1. The derivative of V1 is

_V1 ¼ h1;m1
e1 _e1 þ ~HT

1 C�1
1

_̂H1 þ h11
_h11.

According to Eq. (10), one can get that

_h11 ¼ �
1

s11

h11 � g11 tanhð�k11g11h11Þ � e1 � _a1 (12)

From Eqs. (6), (12) and noting x2¼ a1þ e2þ h11, it holds that

_V1 ¼ e1 a1 þ e2 þ h11 �WT
1 ð-1ÞH1 � D01ðx; tÞ

� �
þ ~HT

1 C�1
1

_̂H1

þ h11ð�
1

s11

h11 � g11 tanh �k11g11h11ð Þ � e1 � _a1Þ

¼ e1 WT
1 ð-1Þ ~H1 þ a1s þ e2 � D01ðx; tÞ

� �
þ ~HT

1 C�1
1

_̂H1

þ h11ð�
1

s11

h11 � g11 tanhð�k11g11h11Þ � _a1Þ

(13)

If we choose the adaptive law as
_̂H1 ¼ �C1W1ð-1Þe1 and substi-

tute a1s into Eq. (13), then

_V1 ¼� k11e2
1 � ðk12e1tanh �h1k12e1ð Þ þ D01ðx; tÞe1Þ þ e1e2

� 1

s11

h2
11 � ðg11h11 tanhð�k11g11h11Þ þ _a1h11Þ

� �k11e2
1 � ðk12e1tanh �h1k12e1ð Þ � D01ðx; tÞ

�� �� � e1j jÞ þ e1e2

� 1

s11

h2
11 � ðg11h11 tanhð�k11g11h11Þ � _a1j j � h11j jÞ

(14)

According to Lemma A1, if k12 > jD01ðx; tÞj, g11 > _a1j jmax, we can get

�k12e1tanh �h1k12e1ð Þ þ D01ðx; tÞ
�� �� � e1j j � j=�h1

�g11h11 tanh �k11g11h11ð Þ þ _a1j j � h11j j � j=�k11

and then the derivative of V1 satisfies

_V1 � �k11e2
1 �

1

s11

h2
11 þ e1 þ e1e2 (15)

where e1 ¼ j=�h1 þ j=�k11. The term e1e2 in will be canceled in
next step.

Step i. The error variables related to the design in ith step are
ei¼ xi� z(i� 1)1 and eiþ 1¼ xiþ 1� zi1. The derivative of ei is
_ei ¼ _xi � _zði�1Þ1. Then, from Eq. (3), we can obtain the following
dynamics:

hi;mi
_ei ¼ hi;mi

_x2 � hi;mi
_zði�1Þ1

¼ �wT
i ð-iÞ�hi þ xiþ1 � D0iðx; tÞ � hi;mi

_zði�1Þ1
(16)

Similar to step 1, if xiþ 1 is the control input of the ith channel in
Eq. (3), then we can synthesize a virtual control law ai for it.
However, in Eq. (16), the derivative of z(i� 1)1 is appeared, and
the following filters that are similar to those in Refs. [19] and [20]
are used to approximate _zði�1Þ1.

_zði�1Þ2 ¼ �
1

sði�1Þ2
ðzði�1Þ2 � _zði�1Þ1Þ � ei

�gði�1Þ2 tanh kði�1Þ2gði�1Þ2ðzði�1Þ2 � _zði�1Þ1Þ
� �

_zi1 ¼ �
1

si1
ðzi1 � aiÞ � gi1 tanh �ki1gi1ðzi1 � aiÞð Þ � ei

8>>>>>><
>>>>>>:

(17)

where s(i� 1)2 and si1 are the time constants of the filters, g(i� 1)2,
gi1, �k i�1ð Þ2, and �ki1 are designed parameters. The first equation in
Eq. (17) is used to approximate _zði�1Þ1, and the second equation in
Eq. (17) is used for the design in next step.

Remark 1. In Eq. (17), the derivative of ai� 1 is approximate by
a second-order filter, which is composed of two first-order filters
as that in Refs. [19] and [20]. The measurement noise can be elim-
inated in the virtual control effort with these filters [17].

Remark 2. A saturation compensator in Refs. [19] and [20] is
used to achieve fast transient response of each filter. In Eq. (17),
the hyperbolic tangent function, which is superior to the saturation
compensator is used, and the performances of the filters can be
improved.

Let hði�1Þ2 ¼ zði�1Þ2 � _zði�1Þ1, hi1¼ zi1� ai, then Eq. (16) can be
rewritten as

hi;mi
_ei

¼ �uT
i ð-iÞ�hi þ xiþ1 � D0iðx; tÞ � hi;mi

ðzði�1Þ2 � hði�1Þ2Þ
¼ xiþ1 �WT

i ð-2; zði�1Þ2ÞHi � D0iðx; tÞ þ hi;mi
hði�1Þ2 (18)

where Wið-2; zði�1Þ2Þ ¼ ½uT
i ð-iÞ; zði�1Þ2�T , Hi ¼ ½�hT

i ; hi;mi
�T, and

Hi 2 Rmi .
Then, one can synthesize ai with the similar structure in Ref.

[24] as follows:

ai ¼ aia þ ais (19)

where aia is the adaptive control term and ais is the robust control
term. From Eq. (18) and noting the coupled error term between
the ith step and the (i� 1)th step, aia can be given by

aia ¼ WT
i ð-i; zði�1Þ2ÞĤi � ei�1 (20)

where Ĥi ¼ ½ �̂h
T

i ; ĥi;mi
�T.

The robust control term ais contains two parts are

ais ¼ ais;1 þ ais;2

ais;i ¼ �ki1ei

ais;2 ¼ �ki2 tanh �hiki2eið Þ
(21)

where ki1> 0, ki2> 0, �1> 0.
Define the following Lyapunov function candidate:

Vi ¼ Vi�1 þ Vei
þ V ~Hi

þ Vhi1
þ Vhði�1Þ2 (22)

where Vei
¼ 1

2
hi;mi

e2
i , V ~Hi

¼ 1
2

~HT
i C�1

i
~Hi, ~Hi ¼ Ĥi �Hi,

Vhi1
¼ 1

2
h2

i1, and Vhði�1Þ2 ¼ 1
2
hi;mi

h2
ði�1Þ2. The derivative of Vi is

_Vi ¼ _Vi�1 þ eihi;mi
_ei þ ~HT

i C�1
i

_̂Hi þ hi1
_hi1 þ hi;mi

hði�1Þ2 _hði�1Þ2.

From Eq. (17), one can get the derivative of h(i� 1)2 and hi1 as
follows:
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_hði�1Þ2 ¼ � 1
sði�1Þ2

hði�1Þ2

�gði�1Þ2 tanh �kði�1Þ2gði�1Þ2hði�1Þ2
� �

� ei � €zði�1Þ1

_hi1 ¼ � 1
si1

hi1 � gi1 tanh �ki1gi1hi1ð Þ � ei � _ai

8>>><
>>>:

(23)

From Eqs. (18), (23) and noting xiþ 1¼ aiþ eiþ 1þ hi1,
_zði�1Þ1 ¼ zði�1Þ2 � hði�1Þ2, it holds that

_Vi ¼ ~HT
i C�1

i
_̂Hi þ _Vi�1

þ ei WT
i ð-2; zði�1Þ2Þ ~Hi � ei�1 þ ais þ eiþ1 � D0iðx; tÞ

� �
þ hi1 �

1

si1
hi1 � gi1 tanh �ki1hi1ð Þ � _ai

� �
þ hi;mi

hði�1Þ2

� � 1

sði�1Þ2
hði�1Þ2 � gði�1Þ2 tanh �kði�1Þ2hði�1Þ2

� �
� €zði�1Þ1

� �
(24)

If we choose the adaptive law as
_̂Hi ¼ �CiWið-i; gtzði�1Þ2Þei and

substitute ais into Eq. (24), then

_Vi ¼ _Vi�1 � ki1e2
i � ki2ei tanh �hiki2eið Þ þ eiD

0
iðx; tÞ

� �
� eiei�1 þ eieiþ1 �

1

si1
h2

i1 � gi1hi1 tanh �ki1hi1ð Þ þ hi1 _aið Þ

� hi;mi
gði�1Þ2hði�1Þ2 tanh �kði�1Þ2hði�1Þ2

� �
þ hði�1Þ2

�
€zði�1Þ1

�
� hi;mi

sði�1Þ2
h2
ði�1Þ2

� _Vi�1 � ki1e2
i � ki2ei tanh �hiki2eið Þ � eij j � D0iðx; tÞ

�� ��� �
� eiei�1 þ eieiþ1 �

1

si1
h2

i1 � gi1hi1 tanh �ki1hi1ð Þð

� hi1j j � _aij jÞ � hi;mi
gði�1Þ2hði�1Þ2 tanhð�kði�1Þ2hði�1Þ2Þ
�

� hði�1Þ2
�� �� � €zði�1Þ1

�� ���� hi;mi

sði�1Þ2
h2
ði�1Þ2

(25)

According to Lemma A1, if ki2 > D0i x; tð Þ
�� ��, gi1 > _aij jmax, and

gði�1Þ2 � €zði�1Þ1
�� ��

max
, we can get �ki2ei tanh �hiki2eið Þ þ ei �j jD0i

��
x; tð Þj � j=�hi, �gi1hi1 tanh �ki1hi1ð Þ þ hi1j j � _aij j � j=�ki1, �gði�1Þ2

hði�1Þ2 tanh �kði�1Þ2hði�1Þ2
� �

þ hði�1Þ2
�� �� � €zði�1Þ1

�� �� � j=�kði�1Þ2. Then,

the derivative of Vi satisfies

_Vi ��
Xi

j¼1

kj1e2
j �

Xi

j¼1

1

sj1
h2

j1 �
Xi

j¼2

hj;mj

sðj�1Þ2
h2
ðj�1Þ2

þ
Xi

j¼1

ej þ eieiþ1

(26)

where ej ¼ j=�hj þ j=�kj1þ j=�kðj�1Þ2, j ¼ 2;…; i.
Step n. The error variables related to the design in nth step are

en¼ xn� z(n� 1)1, the derivative of en is _en ¼ _xn � _zðn�1Þ1. With
the above defined error variables, a nonsingular fast terminal slid-
ing mode for the nth channel in Eq. (3) can be described as [25]

r1 ¼
Ð t

0
en

r2 ¼ r1 þ b
2�c _r1 þ cr1j j2�c

signð _r1 þ cr1Þ

(
(27)

where b> 0, c> 0, c¼ p1/q1, 0< p1< q1, p1, and q1 are odd inte-
gers. The first derivative of r2 is [25]

_r2 ¼ _r1 þ b _r1 þ cr1j j1�cð€r1 þ c _r1Þ (28)

Let

zðr1Þ ¼
1

b
_r1 þ cr1j jcsignð _r1 þ cr1Þ þ

c

2� c
ð _r1 þ cr1Þ (29)

Then, from Eq. (27), we can gain that b _r1 þ cr1j j1�czðr1Þ
¼ _r1 þ cr2, and _r2 can be rewritten as

_r2 ¼ �cr2 þ b00 €r1 þ c _r1 þ zðr1Þð Þ (30)

where b00 ¼ b _r1 þ cr1j j1�c
.

Then, from Eqs. (3), (27), and (30), one can get the following
dynamics:

hn;mn
_r2

¼ �chn;mn
r2 þ b00ðhn;mn

€r1 þ chn;mn
_r1 þ hn;mn

zðr1ÞÞ
¼ �chn;mn

r2 þ b00ðhn;mn
_xn � hn;mn

_zði�1Þ1

þ chn;mn
_r1 þ hn;mn

zðr1ÞÞ

(31)

It is similar to the design in the ith step that a filter is designed to
approximate _zði�1Þ1 in Eq. (31)

_zðn�1Þ2 ¼�
1

sðn�1Þ2
ðzðn�1Þ2 � _zðn�1Þ1Þ � b00r2

� 1

sðn�1Þ3
jzðn�1Þ2 � _zðn�1Þ1jr þ gðn�1Þ2

� �
� signðzðn�1Þ2 � _zðn�1Þ1Þ

(32)

Define h(n� 1)2 as hðn�1Þ2 ¼ zðn�1Þ2 � _zðn�1Þ1, then Eq. (31) can be
rewritten as

hn;mn
_r2 ¼ �chn;mn

r2 þ b00 u� wT
n ð-nÞ�hn � D0nðx; tÞ

�
þ hn;mn

hðn�1Þ2 � hn;mn
xned

�
¼ �chn;mn

r2 þ b00 u�WT
n ð-n; xn;edÞHn

�
�D0nðx; tÞ þ hn;mn

hðn�1Þ2
�

(33)

where Wn -n; xn;ed

� �
¼ uT

n -nð Þ; xned

	 
T
, xned ¼ zðn�1Þ2 � c _r1

�zðr1Þ, Hn ¼ ½�hT
n ; hn;mn

�T, and Hn 2 Rmn .
where u is the control input of the nth channel, and it is also the

control input of the whole system as described in Eq. (3), and
from Eq. (33), we can gain the control law as follows:

u ¼ ua þ us (34)

where ua denotes the adaptive control term and us is the robust
control term. Let

ua ¼ WT
n ð-n; xnedÞĤn (35)

where Ĥn ¼ ½ �̂h
T

n ; ĥn;mn
�T.

While the robust term is given by

us ¼ us1
þ us2

us1
¼ �kn1r2 � kn2 r2j jrsignðr2Þ

us2
¼ �kn3signðr2Þ

8><
>: (36)

where r¼ p2/q2, 0< p2< q2, p2, and q2 are odd integers. kn1> 0,
kn2> 0, kn3 > 10dn.

Substituting the control effort in Eq. (36) into Eq. (33), one can
get that
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hn;mn
_r2 ¼ �chn;mn

r2 þ b00 WT
n ð-nÞ ~Hn þ us

�
�D0ðx; tÞ þ hn;mn

hðn�1Þ2
� (37)

3.2 Adaptive Law Design. In subsection 3.1, the adaptive
law is selected as

_̂Hi ¼ �CiWið-iÞei for the ith i ¼ 1;…; n� 1ð Þ
channel; however, only the tracking error is included in the adapt-
ive law, and the estimated effect of the parameters is not well. In
Ref. [16], the composite adaptive law, which includes the tracking
error and the prediction error, is used to achieve better parameter
estimate. Inspired by this idea, the composite adaptive law is
designed for each channel.

For the ith i ¼ 1;…; n� 1ð Þ channel in Eq. (3), the system
equation can be rewritten as

xiþ1 ¼ hi;mi
_xi þ uT

i ð-iÞ�hi � D0iðx; tÞ
¼ uT

i ð-i; ; _xiÞHi � D0iðx; tÞ
(38)

where uið-i; _xiÞ ¼ ½uT
i ð-iÞ; _xi�T, i ¼ 1;…; n� 1. If we define

xnþ 1¼ u, then the system equation in the nth channel can also be
rewritten in the form of Eq. (38).

Let xiþ1 pass through a first-order law filter, then we have

xðiþ1Þf ¼ /T
fið-i; _xiÞHi � fD0iðx;tÞ (39)

where ufið-iÞ ¼ ½uT
fið-iÞ; f _xi

�T, ufið-iÞ ¼ ½ui1;f ð-iÞ;ui2;f ðuiÞ;…;

uiðmi�1Þ;f ð-iÞ�T, and

_ui1;f þ jfiui1;f ¼ jfiui1ð-iÞ

..

.

_uiðmi�1Þ;f þ jfiuiðmi�1Þ;f ¼ jfiuiðmi�1Þð-iÞ
_xðiþ1Þf þ jfixðiþ1Þf ¼ jfixðiþ1Þ

_fD0iðx;tÞ þ jfifD0iðx;tÞ ¼ D0iðx; tÞ

8>>>>>>>>><
>>>>>>>>>:

(40)

while f _xi
is defined as

_xif þ jfixif ¼ xi

f _xi
¼ jfiðxi � xif Þ

(
(41)

Due to the boundedness of D0iðx; tÞ, fD0iðx;tÞ is bounded. Assume that
fD0iðx;tÞ ¼ 0, then, we can get

fxiþ1
¼ /T

fið-i; _xiÞHi (42)

Define the prediction-error efi which is similar to that in Ref. [16] as

efi ¼ PiĤi � Qi (43)

While the matrix Pi and Qi are given by

Pi ¼
Ð t

0
½/fið-iÞ‘iðsÞ�½/f ið-iÞ‘iðsÞ�Tds

Qi ¼
Ð t

0
½/fið-iÞ‘iðsÞ�½xðiþ1Þf ‘iðsÞ�ds

(44)

and ‘i(s) is

‘iðsÞ ¼ expð�eisÞ (45)

where jfi> 0, ei> 0. jfi and ei are parameters to be designed.

From Eqs. (42)–(45), with some manipulations it holds that [16]

efi ¼
ðt

0

½/fið-iÞ‘iðsÞ�½phif ið/iÞ‘iðsÞ�TdsĤi

�
ðt

0

½/fið-iÞ‘iðsÞ�½xðiþ1Þf ‘iðsÞ�ds

¼
ðt

0

½/fið-iÞ‘iðsÞ�½/f ið-iÞ‘iðsÞ�TdsĤi

�
ðt

0

½/fið-iÞ‘iðsÞ�½/T
fið-i; _xiÞ‘iðsÞ�dsHi

¼
ðt

0

½/fið-iÞ‘iðsÞ�½/f ið-iÞ‘iðsÞ�Tds ~Hi ¼ Pi
~Hi

(46)

Thus, efi contains the information of the parameter estimate errors.
The adaptive law can be designed as

_̂Hi ¼ ProjĤi
�CiWið-i; gtzði�1Þ2Þei � CiKiefi

� �
i ¼ 1;…; n� 1

_̂Hn ¼ ProjĤn
�Cnb

00r2Wnð-2Þ � CnðKnefn þ !nsigðefnÞrÞ
� �

8>>><
>>>:

(47)

Remark 3. In Ref. [16], the parameters of the whole nth-order sys-
tem are estimated uniformly in an adaptive equation, and the
dimension of the matrix P is m�m, where m ¼

Pn
i¼1 mi. When m

is the large, the dimension of the matrix increases awfully. In Eq.
(47), the parameters of each channel are estimated by one adaptive
equation, respectively. The dimension of matrix Pi is mi�mi, and
the total dimension of the matrixes is mtotal ¼

Pn
i¼1 mi � mi, which

is smaller than m�m. This can reduce the calculation burden.

4 Stability Analysis

Theorem 1. Suppose that the control law in Eqs. (34)–(36) with
the adaptive law in Eq. (47) is applied to the plant (3), and if there
exists a time T0 that Pi T0ð Þ i ¼ 1;…; nð Þ is positive definite, then
en convergences to 0 in finite-time, and ei converges to a bounded
layer exponentially.

Proof. Define the following Lyapunov function candidate for
the nth step:

Vr ¼ Vr2
þ V ~Hn

þ Vhðn�1Þ2 (48)

where Vr2
¼ 1

2
hn;mn

r2
2, V ~Hn

¼ 1
2
~HT

n C�1
n

~Hn, Vhðn�1Þ2 ¼ 1
2
hn;mn

h2
ðn�1Þ2.

The derivative of Vr is

_Vr ¼ r2hn;mn
_r2 þ ~HT

n C�1
n

_̂Hn þ hn;mn
hðn�1Þ2 _hðn�1Þ2 (49)

From Eq. (32), we can get

_hðn�1Þ2 ¼ �
1

sðn�1Þ2
hðn�1Þ2 �

1

sðn�1Þ3
jhðn�1Þ2jrsignðhðn�1Þ2Þ

�gðn�1Þ2signðhðn�1Þ2Þ � b00r2 � €zðn�1Þ1

(50)

Substituting Eqs. (36), (37), (47), and (50) into Eq. (49), one can
get

_Vr ¼� chn;mn
r2

2 þ b00r2 us � D0nðx; tÞ þ hn;mn
hðn�1Þ2

� �
þ b00r2W

T
n ð-nÞ ~Hn þ ~HT

n C�1
n

_̂Hn �
hn;mn

sðn�1Þ2
h2
ðn�1Þ2

� hn;mn

sðn�1Þ3
hðn�1Þ2
�� ��1þr�b00r2hn;mn

hðn�1Þ2

� gðn�1Þ2 hðn�1Þ2
�� ��þ €zðn�1Þ1hðn�1Þ2

� �
(51)
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Noting Lemma A2, we have

� b00r2W
T
n ð-nÞ ~Hn þ ~HT

n C�1
n

_̂Hn

� � ~HT
n Knef ;n � ~HT

n !nsigðefnÞr
(52)

then

_Vr �
� ðchn;mn

þ kn1Þr2
2 � kn2 r2j j1þrþb00 kn3 � jD0nðx; tÞj

� �
r2j j

� ~HT
n Knefn � ~HT

n !nsigðefnÞr �
hn;mn

sðn�1Þ3
jhðn�1Þ2j1þr

� hn;mn

sðn�1Þ2
h2
ðn�1Þ2 þ �gðn�1Þ2 þ j€zðn�1Þ1j

� �
jhðn�1Þ2j

(53)

As kn3 > 10dn
, gðn�1Þ2 � €zðn�1Þ1

�� ��
max

, it holds that

b00 kn3 r2j j � D0nðx; tÞr2

� �
< 0

�gðn�1Þ2 þ €zðn�1Þ1
�� ��� �

hðn�1Þ2
�� �� < 0

Thus

_Vr � �ðchn;mn
þ kn1Þr2

2 � kn2 r2j j1þr

� ~HT
n Knefn � ~HT

n !nsigðefnÞr

� hn;mn

sðn�1Þ2
h2
ðn�1Þ2 �

hn;mn

sðn�1Þ3
hðn�1Þ2
�� ��1þr

(54)

In Eq. (54), the terms related to r2 satisfy

ðchn;mn
þ kn1Þr2

2 þ kn2 r2j j1þr¼ k0n1Vr2
þ k0n2Vðrþ1Þ=2

r2
(55)

where k0n1 ¼
2ðchn;mnþkn1Þ

hn;mn
, k0n2 ¼ kn2

2
hn;mn

� �ð1þrÞ=2

.

While Pn(T0) is positive definite, the terms related to efn satisfy

� ~HT
n Knefn � ~HT

n !nsigðefnÞr � �#n1V ~Hn
� #n2V

ð1þrÞ=2
~Hn

(56)

where #n1 ¼ kminðKnÞv1

kmaxðPT
n Þ

, #n2 ¼ kminð!3Þvð1þrÞ=2

1

kmaxðPT
n Þ

, 0 < v1 �
2kminðPnPT

n Þ
kmaxðC�1

n Þ
.

For the terms related to h(n� 1)2, it satisfies that

� hn;mn

sðn�1Þ2
h2
ðn�1Þ2 �

hn;mn

sðn�1Þ3
hðn�1Þ2
�� ��1þr

¼ � 2

sðn�1Þ2
Vhðn�1Þ2 �

2

sðn�1Þ3
V
ð1þrÞ=2
hðn�1Þ2

(57)

As 0< r< 1, 0< (1þ r)/2< 1, according to Lemma A3, we can
get the following inequality from Eqs. (54)–(57).

_Vr � �q1Vr � q2Vð1þrÞ=2
r (58)

where q1 ¼ minfk0n1; #1;
2

sðn�1Þ2
g, q2 ¼ minfk0n2; #2;

2
sðn�1Þ3
g.

From Eq. (58), we know that Vr can converge to 0 in finite
time. While Vr¼ 0, r2¼ 0, and from Eq. (27), we know that en

can converge to 0 in finite time.
For the ith i ¼ 1;…; n� 1ð Þ step, the following inequality

holds:

eiW
T
i ð-i; zði�1Þ2Þ ~Hi þ ~HT

i C�1
i

_̂Hi �
� ~HT

i Kiefi ¼ � ~HT
i KiPi

~Hi � 0
(59)

If Pi(T0) is positive definite, then

� ~HT
i KiPi

~Hi � �#i
~HT

i C�1
i

~Hi (60)

where #i ¼ kminðKiÞvi

kmaxðPT
i Þ

, 0 < vi �
kminðPiP

T
i Þ

kmaxðC�1
i Þ

.

Then, from Eq. (24), one can get

_Vi ��
Xi

j¼1

kj1e2
j �

Xi

j¼1

~HT
j KjPj

~Hj �
Xi

j¼1

1

sj1
h2

j1

�
Xi

j¼2

hj;mj

sðj�1Þ2
h2
ðj�1Þ2 þ

Xi

j¼1

ej þ eieiþ1

� �q0i

Xi

j¼1

hj;mj

2
e2

j þ
Xi

j¼1

1

2
~HT

i C�1
i

~Hi þ
Xi

j¼1

1

2
h2

j1

þ
Xi

j¼2

hj;mj

2
h2
ðj�1Þ2

�
þ
Xi

j¼1

ej þ eieiþ1

(61)

where q0i ¼ min qi1;qi2;qi3;qi4f g, qi1 ¼ min
j¼1;…;i

f2kj1

hj;mj
g,

qi2 ¼ min
j¼1;…;i

f2#ig, qi3 ¼ min
j¼1;…;i

f 2
sj1
g, qi4 ¼ min

j¼1;…;i
f 2

sðj�1Þ2
g.

From Eq. (22), we know that

Vi ¼
1

2

Xi

j¼1

hj;mj
e2

j þ
1

2

Xi

j¼1

~HT
j C�1

j
~Hj

þ 1

2

Xi

j¼1

h2
j1 þ

1

2

Xi

j¼2

hj;mj
h2
ðj�1Þ2

(62)

So, we can get that

_Vi � �q0iVi þ
Xi

j¼1

ej þ eieiþ1 (63)

Define the Lyapunov candidate as

V ¼ Vn�1 þ Vr (64)

Fig. 1 Error variable e1

Fig. 2 Error variable e2
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Its derivative is _Vn ¼ _Vn�1 þ _Vr. From Eq. (63), we know that
_Vn�1 � �q0n�1Vn�1 þ

Pn�1
j¼1 ej þ en�1en, while en converges to 0

in finite time, it holds that

_Vn ¼ _Vn�1 þ _Vr

� �q0n�1Vn�1 þ
Xn�1

j¼1

ej � qn1Vr

� �q0nVn þ e

(65)

where q0n ¼ min q0n�1; qn1
� �

, e ¼
Pn�1

j¼1 ej.

Remark 4. Due to the use of the nonsingular fast terminal slid-
ing mode control in the nth step, the finite-time convergence of
the error en can be achieved, and the faster transient response of
the system can be obtained.

5 Simulation

In this section, the effectiveness of the proposed method is vali-
dated by simulation.

Consider the third order system in semifeedback form

h1;2 _x1 ¼ x2 � uT
1 ðx1Þ�h1 þ D1ðx; tÞ

h2;3 _x2 ¼ x3 � uT
2 ðx1; x2Þ�h2 þ D2ðx; tÞ

h3;4 _x3 ¼ u� uT
3 ðx1; x2; x3Þ�h3 þ D3ðx; tÞ

8><
>: (66)

where

u1ðx1Þ ¼ �x1 sin x1

u2ðx1; x2Þ ¼ ½�x1 sin x2;�x2 sin x1�T

u3ðx1; x2; x3Þ ¼ ½�x1x3; x2 cos x3; x3 sin x2�T

and

Fig. 3 Error variable e3

Fig. 4 Estimates of parameters
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D1ðx; tÞ ¼ 02x
1=3
1 sin x2

D2ðx; tÞ ¼ 032x1x
1=3
2 cos x3

D3ðx; tÞ ¼ 05 sinð10ptÞ

The parameters are defined as H1 ¼ ½�h1; h1;2�T, H2 ¼ ½�hT
2 ; h2;3�T,

H3 ¼ ½�hT
3 ; h3;4�T. The nominal values of the parameters are as fol-

lows H1nom ¼ 1:5; 1½ �T, H2nom ¼ 0:75; 1:125; 0:625½ �T, H3nom¼
[0.4, 0.32, 0.48, 0.4]T. The minimal values of the parameters are
given by H1min ¼ [0.5, 0.3]T, H2min ¼ [0.2, 0.4, 0.2]T, H3min

¼ [0.12, 0.1, 0.15, 0.1]T. H1max¼ [2.5, 2]T, H2max¼ [1.5, 2.4,
1.3]T, H3max¼ [1, 0.8, 1.2, 1.5]T. The initial parameter values are

set as Ĥ1ð0Þ ¼ ½1; 0:5�T, Ĥ2ð0Þ ¼ ½0:4; 0:75; 0:3�T, Ĥ3ð0Þ
¼ ½0:2; 0:15; 0:2; 0:25�T, which are different from the nominal val-
ues to test the effect of parametric uncertainties. The objective is to
design a control law u such that the output of the closed-loop sys-
tem can track the desired trajectory xd¼ sin(pt) as closely as
possible.

Two control methods, i.e., the proposed ADS-NFTSMC and
ADS-SMC are implemented. The following values have been cho-
sen for the parameters of ADS-NFTSMC:

Step 1. k11¼ 5, k12¼ 0.5, �1¼ 90, s11¼ s12¼ 0.001, g11¼ 10,
g12¼ 20, �k11 ¼ �k12 ¼ 100, e1¼ 0.25, jf1¼ 100, C1¼ [200, 10]T,
K1¼ [4, 1]T.

Step 2. k21¼ 5, k22¼ 0.75, �2¼ 200, s21¼ s22¼ 0.001, g21¼ 25,
g22¼ 30, �k21 ¼ �k22 ¼ 200, e2¼ 0.25, jf2¼ 100, C2¼ [10, 100,
0.1]T, K2¼ [1, 1.2, 0.1]T.

Step 3. b¼ 0.1, c¼ 10, c¼ r¼ 13/15, k31¼ 20, k32¼ 20, k33¼ 1,
�3¼ 400, C3¼ [1, 30, 0.2, 0.005]T, K3 ¼ !3 ¼ 0:15; 0:15; 0:1;½
0:01�T, e3¼ 0.25, jf3¼ 100.

For ADS-SMC, if we let z(r1)¼ 0 and r2¼ en in ADS-
NFTSMC, then the controller of ADS-SMC can be gain, and the
parameters are the same as that of ADS-NFTSMC.

As we can see in Figs. 1–3, the errors converge to zeros gradu-
ally in both methods, but the convergent rate of ADS-NFTSMC is
much faster than that of ADS-SMC, which indicates that the pro-
posed ADS-NFTSMC improves the tracking performance. Figure
4 shows the composite adaptive law can lead to not only accurate
parameter estimates but also fast parameter convergence rate.

6 Discussions

This paper discusses an ADS-NFTSMC approach for uncertain
nonlinear systems in semistrict feedback form. The explosion of
terms problem is overcome via introducing the DSC technique, and
the system performance is enhanced by introducing the NFTSMC
technology in the last step. The parameter estimates can converge
to their true values faster via designing composite update laws,
which leads to a better tracking performance. Finally, it has been
shown by simulation that the proposed control method performs
reasonably well and that the tracking control objective is achieved.
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Appendix: Preliminaries

Lemma A1. For v= 0, v [ R, and e> 0, it holds that [26]

0 < jvj � v tanhðevÞ � j=e (A1)

where j¼ 0.2785.
Lemma A2. Assume a1> 0, a2> 0, and 0< b< 1, then the fol-

lowing inequality holds [27]:

ða1 þ a2Þb6 ab
1 þ ab

2 (A2)

Lemma A3. Assume that a continuous positive-definite function
V(t) satisfies the following differential inequality [28]:

_VðtÞ6 � aVl;8t> t0;Vðt0Þ> 0 (A3)

where a> 0, 0<l< 1 are constants. Then, V (t)¼ 0, 8t> t1 with
t1 given by

t1 ¼ t0 þ
V1�lðt0Þ
að1� lÞ (A4)
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