DISTRIBUTED CONTINUOUS-TIME ALGORITHMS FOR NONSMOOTH EXTENDED MONOTROPIC OPTIMIZATION PROBLEMS*
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Abstract. This paper studies distributed algorithms for the nonsmooth extended monotropic optimization problem, which is a general convex optimization problem with a certain separable structure. The considered nonsmooth objective function is the sum of local objective functions assigned to agents in a multiagent network, with local set constraints and affine equality constraints. Each agent only knows its local objective function, local set constraint, and the information exchanged between neighbors. To solve the constrained convex optimization problem, we propose two novel distributed continuous-time subgradient-based algorithms, with projected output feedback and derivative feedback, respectively. Moreover, we prove the convergence of proposed algorithms to the optimal solutions under some mild conditions and analyze convergence rates, with the help of the techniques of variational inequalities, decomposition methods, and differential inclusions. Finally, we give an example to illustrate the efficacy of the proposed algorithms.
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1. Introduction. Distributed (convex) optimization problems are important and studied in a variety of fields, including sensor networks, robot teams, and power systems (see [17, 24, 28, 39, 40, 41] and references therein). Such problems are often formulated in terms of a global objective (or cost) function in the form of a sum of individual objective functions, each of which represents the contribution of an agent to the global objective function. Various distributed approaches for efficiently solving convex optimization problems in multiagent networks have been proposed since these distributed algorithms have advantages over centralized ones in large-scale optimization situations [17, 21, 26, 28, 35, 42].

Continuous-time optimization algorithms are increasingly popular due to the well-developed theories of differential equations or inclusions and practical situations when optimization indexes have to be achieved by continuous-time physical systems. Recently, the continuous-time design for distributed optimization has been carried out for optimization problems in smart grids or mechanical systems (see [17, 39, 43]).

*Received by the editors February 27, 2017; accepted for publication (in revised form) September 6, 2018; published electronically November 1, 2018.

http://www.siam.org/journals/sicon/56-6/M111860.html

Funding: This work was funded by the NSFC (61603378, 61733018, and 61573344), the National Key Research and Development Program of China (2016YFB0901900), and the China Postdoctoral Science Foundation (2017M620020, 2018T110051).

†Key Laboratory of Intelligent Control and Decision of Complex Systems, School of Automation, Beijing Institute of Technology, 100081, Beijing, China (xianlin.zeng@bit.edu.cn).
‡Department of Electrical and Systems Engineering, Washington University in St. Louis, St. Louis, MO 63130 (yipeng@wustl.edu).
§Key Laboratory of Systems and Control, University of Chinese Academy of Sciences, Chinese Academy of Sciences, Beijing, 100190, China (yghong@iss.ac.cn).
¶School of Electrical and Electronic Engineering, Nanyang Technological University, 50 Nanyang Avenue, Singapore 639798 (ELHXIE@ntu.edu.sg).
A challenging problem in optimization theory is how to deal with nonsmoothness in optimization problems. In fact, practical problems may naturally be related to nonsmooth objective functions or optimization constraints, for example, the distance function minimization and sparse solution of optimization problems; moreover, the nonsmooth technique may facilitate optimization design or improve performance in some cases, for example, with the introduction of exact penalty functions or other nonsmooth techniques. In the study of distributed optimization, nonsmooth objective functions with various constraints have been investigated from various viewpoints (e.g., in [17, 24, 28, 42]). Subgradients and projections have been widely found for distributed nonsmooth optimization problems with constraints [23, 28, 38, 42], and moreover, novel distributed algorithms have been proposed in the form of differential inclusions to solve such problems in the literature (see [23, 38, 42]).

The monotropic optimization is an important problem with separable and convex objective functions, affine equality constraints, and set constraints. As a generalization of linear programming and network programming, it was first introduced and extensively studied by [31, 32]. The extended monotropic optimization (EMO) problem was then studied in [4], but not in a distributed manner. In fact, in many applications such as wireless communication, sensor networks, neural computation, and networked robotics, the optimization problems can be converted to EMO problems [4]. Therefore, distributed algorithms and decomposition methods for EMO problems become more and more important, as pointed out in [9]. However, very few distributed optimization algorithms for EMO were proposed, due to the complexity of EMO problems.

This paper aims to investigate distributed EMO problems with nonsmooth objective functions. Based on modified Lagrangian functions and decomposition methods, our distributed projection-based algorithms are given to achieve the optimal solutions of the problems. The analysis of the proposed algorithms is carried out by virtue of differential inclusions to tackle nonsmooth objective functions. The main technical contributions of the paper can be summarized as follows. First, the distributed EMO problem is considered, and two distributed continuous-time algorithms are proposed, with projected output feedback and derivative feedback, respectively, to deal with the nonsmoothness and set constraints of the considered EMO problem. Second, based on the Lagrangian function method along with projections, the proposed algorithms are proved to have bounded states and solve the distributed EMO problems with any initial condition, with the help of the stability theory of differential inclusions and nonsmooth analysis techniques. Third, convergence rates of proposed algorithms are analyzed.

The rest of the paper is organized as follows. Section 2 introduces the preliminary knowledge related to graph theory, nonsmooth analysis, convex optimization, and projection operators. Next, section 3 formulates a class of distributed EMO problems with nonsmooth objective functions, while section 4 proposes two distributed algorithms based on projected output feedback and derivative feedback. Then section 5 shows the convergence of the proposed algorithms with nonsmooth analysis and estimates convergence rates of proposed algorithms. Following that, section 6 gives a numerical simulation to illustrate the theoretical results. Finally, section 7 presents some concluding remarks.

2. Mathematical preliminaries. In this section, we introduce relevant notation, concepts, and preliminaries on graph theory, differential inclusions, convex analysis, and projection operators.
2.1. Notation. \( \mathbb{R} \) denotes the set of real numbers; \( \mathbb{R}^n \) denotes the set of \( n \)-dimensional real column vectors; \( \mathbb{R}^{n \times m} \) denotes the set of \( n \)-by-\( m \) real matrices; \( I_n \) denotes the \( n \times n \) identity matrix; and \( (\cdot)^T \) denotes the transpose. Denote \( \text{rank} A \) as the rank of the matrix \( A \), \( \text{range}(A) \) as the range of \( A \), \( \ker(A) \) as the kernel of \( A \), \( \text{diag}(A_1, \ldots, A_n) \) as the block diagonal matrix of \( A_1, \ldots, A_n \), \( 1_n \) \((n \times q)\) as the \( n \times 1 \) vector \((n \times q)\) with all elements of 1, \( 0_n \) \((n \times q)\) as the \( n \times 1 \) vector \((n \times q)\) with all elements of 0, and \( A \otimes B \) as the Kronecker product of matrices \( A \) and \( B \). \( A > 0 \) (\( A \geq 0 \)) means that matrix \( A \in \mathbb{R}^{n \times n} \) is positive definite (positive semidefinite). Furthermore, \( \| \cdot \| \) stands for the Euclidean norm; \( \bar{S} \) \((S^c)\) stands for the closure (interior) of the subset \( S \subset \mathbb{R}^n \); \( B_r(x) \), \( x \in \mathbb{R}^n \), \( r > 0 \), stands for the open ball centered at \( x \) with radius \( r \). \( \text{dist}(p, \mathcal{M}) \) denotes the distance from a point \( p \) to the set \( \mathcal{M} \) (that is, \( \text{dist}(p, \mathcal{M}) \triangleq \inf_{x \in \mathcal{M}} \| p - x \| \)), and \( x(t) \to \mathcal{M} \) as \( t \to \infty \) denotes that \( x(t) \) approaches the set \( \mathcal{M} \) (that is, for each \( \epsilon > 0 \), there is \( T > 0 \) such that \( \text{dist}(x(t), \mathcal{M}) < \epsilon \) for all \( t > T \)).

2.2. Graph theory. A weighted undirected graph is described by \( \mathcal{G}(\mathcal{V}, \mathcal{E}, A) \) or \( \mathcal{G} \), where \( \mathcal{V} = \{ 1, \ldots, n \} \) is the set of nodes, \( \mathcal{E} \subset \mathcal{V} \times \mathcal{V} \) is the set of edges, and \( A = [a_{i,j}] \in \mathbb{R}^{n \times n} \) is the weighted adjacency matrix such that \( a_{i,j} = a_{j,i} > 0 \) if \( \{i,j\} \in \mathcal{E} \) and \( a_{i,j} = 0 \) otherwise. The weighted Laplacian matrix is \( L_n = D - A \), where \( D \in \mathbb{R}^{n \times n} \) is diagonal with \( D_{i,i} = \sum_{j=1}^{n} a_{i,j}, i \in \{1, \ldots, n\} \). In this paper, we call \( L_n \) the Laplacian matrix and \( A \) the adjacency matrix of \( \mathcal{G} \) for convenience when there is no confusion. Specifically, if the weighted undirected graph \( \mathcal{G} \) is connected, then \( L_n = L_n^T \geq 0 \), rank \( L_n = n - 1 \), and \( \ker(L_n) = \{ k1_n : k \in \mathbb{R} \} \) \cite{Ref18}.

2.3. Differential inclusion. Following [2], a differential inclusion is given by

\[ \dot{x}(t) \in \mathcal{F}(x(t)), \quad x(0) = x_0, \quad t \geq 0, \]

where \( \mathcal{F} \) is a set-valued map from points in \( \mathbb{R}^q \) to the nonempty, compact, convex subsets of \( \mathbb{R}^q \). For each state \( x \in \mathbb{R}^q \), system (1) specifies a set of possible evolutions rather than a single one. A solution of (1) defined on \( [0, \tau] \subset [0, \infty) \) is an absolutely continuous function \( x : [0, \tau] \to \mathbb{R}^q \) such that (1) holds for almost all \( t \in [0, \tau] \) for \( \tau > 0 \). The solution \( t \mapsto x(t) \) to (1) is a right maximal solution if it cannot be extended forward in time. Suppose that all right maximal solutions to (1) exist on \([0, \infty)\). A set \( \mathcal{M} \) is said to be weakly invariant (resp., strongly invariant) with respect to (1) if, for every \( x_0 \in \mathcal{M} \), \( \mathcal{M} \) contains a maximal solution (resp., all maximal solutions) of (1).

A point \( z \in \mathbb{R}^q \) is a positive limit point of a solution \( \phi(t) \) to (1) with \( \phi(0) = x_0 \in \mathbb{R}^q \) if there exists a sequence \( \{ t_k \}_{k=1}^{\infty} \) with \( t_k \to \infty \) and \( \phi(t_k) \to z \) as \( k \to \infty \). The set \( \omega(\phi(\cdot)) \) of all such positive limit points is the positive limit set for the trajectory \( \phi(t) \) with \( \phi(0) = x_0 \in \mathbb{R}^q \).

An equilibrium point of (1) is a point \( x_e \in \mathbb{R}^q \) such that \( 0 \in \mathcal{F}(x_e) \). It is easy to see that \( x_e \) is an equilibrium point of (1) if and only if the constant function \( x(\cdot) = x_e \) is a solution of (1). An equilibrium point \( z \in \mathbb{R}^q \) of (1) is Lyapunov stable if, for every \( \varepsilon > 0 \), there exists \( \delta = \delta(\varepsilon) > 0 \) such that, for every initial condition \( x(0) = x_0 \in B_\delta(z) \), every solution \( x(t) \in B_\delta(z) \) for all \( t \geq 0 \).

Let \( V : \mathbb{R}^q \to \mathbb{R} \) be a locally Lipschitz continuous function and \( \partial V \) be the Clarke generalized gradient \cite{Ref12} of \( V(x) \) at \( x \). The set-valued Lie derivative \cite{Ref12} \( \mathcal{L}_V \) of \( V \) with respect to (1) is defined as \( \mathcal{L}_V \triangleq \{ a \in \mathbb{R} : \text{there exists } v \in \mathcal{F}(x) \text{ such that } p^Tv = a \text{ for all } p \in \partial V(x) \} \). In the case when \( \mathcal{L}_V \) is nonempty, we use \( \lim \mathcal{L}_V(x) \) to denote the largest element of \( \mathcal{L}_V(x) \). Recall from [3] that if \( \phi(\cdot) \) is a solution of (1) and \( V : \mathbb{R}^q \to \mathbb{R} \) is locally Lipschitz and regular (see [12, p. 39]), then \( V(\phi(t)) \) exists almost everywhere, and \( V(\phi(t)) \in \mathcal{L}_V(\phi(t)) \) almost everywhere.
Next, we introduce a version of the invariance principle (Theorem 2 of [13]), which is based on nonsmooth regular functions.

**Lemma 2.1.** For the differential inclusion (1), we assume that $F$ is upper semi-continuous and locally bounded, and $F(x)$ takes nonempty, compact, and convex values. Let $V : \mathbb{R}^q \to \mathbb{R}$ be a locally Lipschitz and regular function, $S \subset \mathbb{R}^q$ be compact and strongly invariant for (1), $\phi (\cdot)$ be a solution of (1),

$$\mathcal{R} = \{ x \in \mathbb{R}^q : 0 \in L_F V(x) \},$$

and $\mathcal{M}$ be the largest weakly invariant subset of $\overline{\mathcal{R}} \cap S$, where $\overline{\mathcal{R}}$ is the closure of $\mathcal{R}$. If $\max L_F V(x) \leq 0$ for all $x \in S$, then $\dist(\phi(t), \mathcal{M}) \to 0$ as $t \to +\infty$.

**2.4. Convex analysis.** A function $\psi : \mathbb{R}^q \to \mathbb{R}$ is convex if $\psi(\lambda x + (1 - \lambda)y) \leq \lambda \psi(x) + (1 - \lambda)\psi(y)$ for all $x, y \in \mathbb{R}^q$ and $\lambda \in [0, 1]$. A function $\psi : \mathbb{R}^q \to \mathbb{R}$ is strictly convex whenever $\psi(\lambda x + (1 - \lambda)y) < \lambda \psi(x) + (1 - \lambda)\psi(y)$ for all $x, y \in \mathbb{R}^q$, $x \neq y$, and $\lambda \in (0, 1)$. Let $\psi : \mathbb{R}^q \to \mathbb{R}$ be a convex function. The subdifferential [14, p. 544] $\partial \psi$ of $\psi$ at $x \in \mathbb{R}^q$ is defined by $\partial \psi(x) = \{ p \in \mathbb{R}^q : \langle p, y - x \rangle \leq \psi(y) - \psi(x) \text{ for all } y \in \mathbb{R}^q \}$, and the elements of $\partial \psi(x)$ are called subgradients of $\psi$ at point $x$. Recall from [14, p. 607] that continuous convex functions are locally Lipschitz continuous and regular, and their subdifferentials and Clarke generalized gradients coincide. Thus, the framework for stability theory of differential inclusions can be applied to the theoretical analysis in this paper.

The following result can be easily verified by the property of strictly convex functions.

**Lemma 2.2.** If $f : \mathbb{R}^q \to \mathbb{R}$ is a continuous strictly convex function, then

$$
(g_x - g_y)^T(x - y) > 0
$$

for all $x \neq y$, where $g_x \in \partial f(x)$ and $g_y \in \partial f(y)$.

**2.5. Projection operator.** Define $P_\Omega (\cdot)$ as a projection operator given by $P_\Omega (u) = \arg \min_{v \in \Omega} \| u - v \|$, where $\Omega \subset \mathbb{R}^n$ is closed and convex. A basic property [20] of a projection $P_\Omega (\cdot)$ on a closed convex set $\Omega \subset \mathbb{R}^n$ is

$$
(u - P_\Omega (u))^T(v - P_\Omega (u)) \leq 0 \quad \forall u \in \mathbb{R}^n, \; \forall v \in \Omega.
$$

Using (3), the following results can be easily verified.

**Lemma 2.3.** [16, Theorem 1.5.5, p. 77]. If $\Omega \subset \mathbb{R}^n$ is closed and convex, then $(P_\Omega (x) - P_\Omega (y))^T(x - y) \geq \| P_\Omega (x) - P_\Omega (y) \|^2$ for all $x, y \in \mathbb{R}^n$.

**Lemma 2.4.** [23, Lemma 4]. Let $\Omega \subset \mathbb{R}^n$ be closed and convex, and define $V : \mathbb{R}^n \to \mathbb{R}$ as $V(x) = \frac{1}{2} \| x - P_\Omega (y) \|^2 - \| x - P_\Omega (x) \|^2$, where $y \in \mathbb{R}^n$. Then $V(x) \geq \frac{1}{2} \| P_\Omega (x) - P_\Omega (y) \|^2$, $V(x)$ is differentiable and convex with respect to $x$, and $\nabla V(x) = P_\Omega (x) - P_\Omega (y)$.

**3. Problem description.** In this section, we present the distributed EMO problem with nonsmooth objective functions and give the optimality condition for the problem.

Consider a network of $n$ agents interacting over a graph $G$. There are a local objective function $f^i : \Omega_i \to \mathbb{R}$ and a local feasible constraint set $\Omega_i \subset \mathbb{R}^q_i$ for all $i \in \{1, \ldots, n\}$. Let $x_i \in \Omega_i \subset \mathbb{R}^n$ and denote $x = [x^T_1, \ldots, x^T_n]^T \in \Omega \triangleq \bigcap_{i=1}^n \Omega_i \subset \mathbb{R}^{\sum_{i=1}^n q_i}$. The global objective function of the network is $f(x) = \sum_{i=1}^n f^i(x_i), \; x \in \Omega \subset \mathbb{R}^{\sum_{i=1}^n q_i}$.
Here we formulate the distributed EMO problem as follows:

\begin{align}
(4a) \quad \min \ f(x), \quad f(x) &= \sum_{i=1}^{n} f^i(x_i), \\
(4b) \quad Wx &= \sum_{i=1}^{n} W_i x_i = d_0, \quad x_i \in \Omega_i \subset \mathbb{R}^{q_i}, \quad i \in \{1, \ldots, n\},
\end{align}

where \( W_i \in \mathbb{R}^{m \times p_i}, \ i \in \{1, \ldots, n\} \), and \( W = [W_1, \ldots, W_n] \in \mathbb{R}^{m \times \sum_{i=1}^{n} q_i} \). In this problem, agent \( i \) has its state \( x_i \in \Omega_i \subset \mathbb{R}^{q_i} \), objective function \( f_i(x_i) \), set constraint \( \Omega_i \subset \mathbb{R}^{q_i} \), constraint matrix \( W_i \in \mathbb{R}^{m \times q_i} \), and information from neighboring agents.

The goal of the distributed EMO is to solve the problem in a distributed manner. In a distributed optimization algorithm, each agent in the graph \( G \) only uses its own local cost function, its local set constraint, the decomposed information of the global equality constraint, and the shared information of its neighbors through constant local communications. The special case of problem (4), where each component \( x_i \) is one-dimensional (that is, \( q_i = 1 \)), is called the monotropic programming problem and has been introduced and studied extensively in \([31, 32]\).

**Remark 3.1.** The distributed EMO problem (4) covers many problems in the areas of optimization and machine learning because of the general expression. For example, it generalizes the optimization model in resource allocation problems \([39, 40]\) by allowing nonsmooth objective functions and a more general equality constraint. It also covers the model proposed in \([25]\) and generalizes the model in the distributed constrained optimal consensus problem \([30]\) by allowing heterogeneous constraints. Furthermore, this problem may be viewed as a different formulation of distributed computing linear algebraic equations widely investigated in \([1, 27, 34, 44]\).

For illustration, we show concrete application examples where the constraint (4b) arises.

- Consider the resource allocation problem in power grids of the form (4). In (4b), \( d_0 > 0 \) is the total among of energy to be generated, \( x_i \in \Omega_i \subset \mathbb{R}^{p_i} \) is a vector of \( p_i \) different resources allocated to agent \( i \), \( \Omega_i \) is the feasible set for agent \( i \), and \( W_i \in \mathbb{R}^{1 \times p_i} \) is the vector of energy generated by per unit of resources.
- Consider the minimum \((l_1)\) norm solution of underdetermined linear equation \( Wx = b, \ x \in \Omega = \prod_{i=1}^{n} \Omega_i \) (see \([44]\)), which is an important problem in signal processing \([15]\). In (4b), the information of \( W = [W_1, \ldots, W_n] \) and \( x \equiv [x_1^T, \ldots, x_n^T]^T \) is distributed such that agent \( i \) knows \( W_i \) and solves \( x_i \in \Omega_i \) for \( i \in \{1, \ldots, n\} \).

**Remark 3.2.** This paper considers nonsmooth objective functions in the problem formulation, which frequently occur in engineering and science problems. For example, the objective functions of resource allocation in power grids may be nonsmooth (see \([11, 29, 37]\)); finding the sparse solutions of linear algebraic equations (see \([15, 44]\)) in signal processing naturally arrives at nonsmooth optimization problems; the LASSO problems and compressed sensing in machine learning and data science (see \([8]\)) involve nonsmooth norms.

To ensure the well-posedness of the problem, the following assumption for problem (4) is needed, which is quite standard.
Assumption 3.3.
1. The weighted graph $\mathcal{G}$ is connected and undirected.
2. For all $i \in \{1, \ldots, n\}$, $f^i$ is strictly convex on an open set containing $\Omega_i$, and $\Omega_i \subset \mathbb{R}^n$ is closed and convex.
3. (Slater’s constraint condition) There exists $x \in \Omega^i$ satisfying the constraint $Wx = d_0$, where $\Omega^i$ is the interior of $\Omega$.

Lemma 3.4. Under Assumption 3.3, $x^* \in \Omega$ is an optimal solution of (4) if and only if there exist $\lambda_0^* \in \mathbb{R}^m$ and $g(x^*) \in \partial f(x^*)$ such that

$$
(5) \quad x^* = P_{\Omega}(x^* - g(x^*) + W^T \lambda_0^*) \\
(6) \quad Wx^* = d_0.
$$

Proof. Consider problem (4). By the KKT optimality condition (Theorem 3.34 of [33]), $x^* \in \Omega$ is an optimal solution of (4) if and only if there exist $\lambda_0^* \in \mathbb{R}^m$ and $g(x^*) \in \partial f(x^*)$ such that (6) holds and

$$
(7) \quad -g(x^*) + W^T \lambda_0^* \in \mathcal{N}_\Omega(x^*),
$$

where $\mathcal{N}_\Omega(x^*)$ is the normal cone of $\Omega$ at an element $x^* \in \Omega$. Note that (7) holds if and only if (5) holds. Thus, the proof is completed. $\square$

4. Optimization algorithms. In this section, we propose two distributed optimization algorithms to solve the EMO problem with nonsmooth objective functions. To our best knowledge, there are no distributed algorithms for such problems.

The resource allocation problem, a special case of the EMO problem, was studied for problems with smooth objective functions in [40]. An intuitive extension of the continuous-time algorithm given in [40] to nonsmooth EMO cases may be written as

$$
\begin{align*}
\dot{x}_i(t) & \in \left\{ p : p = P_{\Omega_i}\left[x_i(t) - g_i(x_i(t)) + W_i^T \lambda_i(t)\right] - x_i(t), \\
g_i(x_i(t)) & \in \partial f^i(x_i(t)) \right\}, \\
\dot{\lambda}_i(t) & = d_i - W_i x_i(t) - \sum_{j=1}^n a_{i,j}(\lambda_i(t) - \lambda_j(t)) \\
& - \sum_{j=1}^n a_{i,j}(z_i(t) - z_j(t)), \\
\dot{z}_i(t) & = \sum_{j=1}^n a_{i,j}(\lambda_i(t) - \lambda_j(t)),
\end{align*}
$$

where $t \geq 0$, $i \in \{1, \ldots, n\}$, $x_i(0) = x_{i0} \in \Omega_i \subset \mathbb{R}^q$, $\lambda_i(0) = \lambda_{i0} \in \mathbb{R}^m$, $z_i(0) = z_{i0} \in \mathbb{R}^n$, $\sum_{i=1}^n d_i = d_0$, and $a_{i,j}$ is the $(i, j)$th element of the adjacency matrix of graph $\mathcal{G}$.

However, this algorithm involves the projection of a subdifferential set (from $\partial f^i(x_i)$ to $\Omega_i$) and may be a nonconvex differential inclusion. As a result, the existence of trajectories to (8) is not guaranteed due to the nonconvexity of the algorithm and the convergence analysis of the algorithm is very hard because of the nonsmoothness.

To overcome the technical challenges, we propose two different ideas to construct effective algorithms for the EMO problem in the following two subsections.

4.1. Distributed projected output feedback algorithm. The first idea is to use an auxiliary variable to avoid the projection of a subdifferential set in the algorithm for EMO problem (4). In other words, we propose a distributed algorithm based on projected output feedbacks, and the projected output feedback of the auxiliary variable is adopted to track the optimal solution. To be strict, we propose the continuous-time algorithm of agent $i$ as follows:
somehow. To be strict, we propose the algorithm for the EMO problem (4) as follows:

\[
\begin{aligned}
\dot{y}_i(t) & \in \left\{ p : p = -y_i(t) + x_i(t) - g_i(x_i(t)) + W_i^T \lambda_i(t), \\
g_i(x_i(t)) \in \partial f^i(x_i(t)) \right\}, \\
\dot{\lambda}_i(t) & = d_i - W_i x_i(t) - \sum_{j=1}^n a_{i,j}(\lambda_i(t) - \lambda_j(t)) \\
& \quad - \sum_{j=1}^n a_{i,j}(z_i(t) - z_j(t)), \\
\dot{z}_i(t) & = \sum_{j=1}^n a_{i,j}(\lambda_i(t) - \lambda_j(t)), \\
x_i(t) & = P_\Omega(y_i(t)),
\end{aligned}
\]

with the auxiliary variable \(y_i(t)\) for \(t \geq 0\), \(y_i(0) = y_{i0} \in \mathbb{R}^q\), \(i \in \{1, \ldots, n\}\), and other notation is kept the same as that for (8). The term \(x_i(t) = P_\Omega(y_i(t))\) is viewed as “projected output feedback,” which is inspired by [23]. In this way, we avoid the technical difficulties resulting from the projection of the subdifferential.

Let \(x \triangleq [x_1^T, \ldots, x_n^T]^T \in \Omega \subset \mathbb{R}^{\sum_{i=1}^n q_i}\), \(y \triangleq [y_1^T, \ldots, y_n^T]^T \in \mathbb{R}^{\sum_{i=1}^n q_i}\), \(\lambda \triangleq [\lambda_1^T, \ldots, \lambda_n^T]^T \in \mathbb{R}^{nm}\), \(d \triangleq [d_1^T, \ldots, d_n^T]^T \in \mathbb{R}^{nm}\), and \(z \triangleq [z_1^T, \ldots, z_n^T]^T \in \mathbb{R}^{nm}\), where \(\Omega \triangleq \prod_{i=1}^n \Omega_i\). Let \(W = [W_1, \ldots, W_n] \in \mathbb{R}^{m \times \sum_{i=1}^n q_i}\) and \(W = \text{diag}\{W_1, \ldots, W_n\} \in \mathbb{R}^{nm \times \sum_{i=1}^n q_i}\). Define the modified Lagrangian function \(\hat{L} : \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} \) as

\[
\hat{L}(x, z, \lambda) = f(x) + \lambda^T(d - WX - Lz) - \frac{1}{2} \lambda^T L \lambda,
\]

where \(L = L_n \otimes I_m \in \mathbb{R}^{nm \times nm}\) and \(L_n \in \mathbb{R}^{n \times n}\) is the Laplacian matrix of graph \(G\).

Then (9) can be written in a compact form:

\[
\begin{align}
\dot{y}(t) & \in F(y(t), \lambda(t), z(t)), \\
\dot{\lambda}(t) & = -y + x - p_x, \\
\dot{z}(t) & = \nabla_\lambda \hat{L}(x, z, \lambda), \\
x(t) & = P_\Omega(y(t)),
\end{align}
\]

where \(y(0) = y_0 \in \mathbb{R}^{\sum_{i=1}^n q_i}\), \(\lambda(0) = \lambda_0 \in \mathbb{R}^{nm}\), \(z(0) = z_0 \in \mathbb{R}^{nm}\), and function \(\hat{L}(:,:,:)\) is defined in (10).

Remark 4.1. In this algorithm, \(x(t) = P_\Omega(y(t))\) is used to estimate the optimal solution of the EMO problem. Moreover, \(x(t)\) stays in the constraint set \(\Omega\) for every \(t \geq 0\), though \(y(t)\) may be out of \(\Omega\). Later, we will show that this algorithm can solve the EMO problem with nonsmooth objective functions and private constraints.

4.2. Distributed derivative feedback algorithm. The second idea to facilitate the convergence analysis is to make a copy of the projection term by using the derivative feedback so as to eliminate the “trouble” caused by the projection term somehow. To be strict, we propose the algorithm for the EMO problem (4) as follows:

\[
\begin{align}
\dot{x}_i(t) & \in \left\{ p : p = P_\Omega[\lambda_i(t) - g_i(x_i(t))] + W_i^T \lambda_i(t) - x_i(t), \\
g_i(x_i(t)) \in \partial f^i(x_i(t)) \right\}, \\
\dot{\lambda}_i(t) & = d_i - W_i x_i(t) - \sum_{j=1}^n a_{i,j}(\lambda_i(t) - \lambda_j(t)) \\
& \quad - \sum_{j=1}^n a_{i,j}(z_i(t) - z_j(t)), \\
\dot{z}_i(t) & = \sum_{j=1}^n a_{i,j}(\lambda_i(t) - \lambda_j(t)),
\end{align}
\]

where \(\lambda_i(0) = \lambda_{i0} \in \mathbb{R}^{nm}\), \(z_i(0) = z_{i0} \in \mathbb{R}^{nm}\), and other notation is kept the same as that for (8).
where all the notation remains the same as in (8). Note that there is a derivative term \( \dot{x}_i(t) \), viewed as “derivative feedback,” on the right-hand side of the second equation. The derivative term can be found to be effective in the cancellation of the “trouble” term \( P_i(x_i(t) - g_i(x_i(t)) + W_i^T \lambda_i(t)) \) in the analysis as demonstrated later.

Denote \( x, \lambda, d, z, W, \) and \( \bar{W} \) as in (13). Then (14) can be written in a compact form,

\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{\lambda}(t) \\
\dot{z}(t)
\end{bmatrix} \in F(x(t), \lambda(t), z(t)),
\]

where \( x(0) = x_0 \in \Omega, \lambda(0) = \lambda_0 \in \mathbb{R}^{nm}, z(0) = z_0 \in \mathbb{R}^{nm} \), and \( \hat{L}(\cdot, \cdot, \cdot) \) is defined in (10).

4.3. Algorithm comparison. In addition to the different techniques used in the design of algorithms (9) and (14), the proposed algorithms are also different in the following aspects:

- The application situations may be different. Although the convergence of both algorithms is based on the strict convexity assumption of the objective functions, algorithm (14) can also solve the EMO problem with only convex objective functions (which may have a continuum set of optimal solutions) when the objective functions are differentiable (see Corollary 5.12 in section 5).
- The dynamic performances may be different. Because algorithm (14) directly changes \( x(t) \in \Omega \) to estimate the optimal solution, it may show a faster response speed of \( x(t) \) than that of algorithm (9) (see simulation results in section 6).

Furthermore, algorithms (9) and (14) are essentially different from existing ones. Compared with the algorithm in [10], our algorithms need not exchange information of subgradients among the agents. Unlike the algorithm given in [39], ours use different techniques (i.e., the projected output feedback in (9) or derivative feedback in (14)) to estimate the optimal solution. Moreover, our algorithms have two advantages compared with previous methods.

- Agent \( i \) of the proposed algorithms knows \( W_i \), which is composed of a subset of columns in \( W \). This is different from some existing results with assuming that each agent knows a subset of rows of the equality constraints [1, 27, 34, 44]. If \( n \) is a sufficiently large number and \( m \) is relatively small, the proposed designs make the computation load at each node relatively small compared with previous algorithms in [1, 27, 34, 44].
- Agent \( i \) in the proposed algorithms exchanges information of \( \lambda_i \in \mathbb{R}^m \) and \( z_i \in \mathbb{R}^m \) with its neighbors. Compared with algorithms which require exchanging \( x_i \in \mathbb{R}^q \), this design can greatly reduce the communication cost when \( q_i \) is much larger than \( m \) for \( i \in \{1, \ldots, n\} \) and the information of \( x_i \in \mathbb{R}^q \) is kept confidential.

Remark 4.2. The results proposed in this paper may also be applied to the problem in [44] with a different formulation. Specifically, each agent knows a few rows of matrix and vector information in the formulation of [44], while each agent knows a
few columns of the matrix information in the formulation of this paper. Additionally, the algorithm in [44] uses sign functions and the sign consensus design to achieve the finite-time convergence.

5. Convergence analysis. In this section, we use the stability analysis of differential inclusions to prove the correctness and convergence of our proposed algorithms.

5.1. Convergence analysis of the distributed projected output feedback algorithm. Consider algorithm (9) (or (11)). Let \((y^*, \lambda^*, z^*) \in \mathbb{R} \sum_{i=1}^n q_i \times \mathbb{R}^{nm} \times \mathbb{R}^{nm}\) be an equilibrium of (9). Then

\[\sum_{i=1}^n q_i \{p : p = -y^* + x^* - g(x^*) + \nabla^T \lambda^*, \ x^* = P_{\Omega}(y^*), \ g(x^*) \in \partial f(x^*)\},\]

(17b) holds.

\[\lambda^* = \text{arg} \min \left\{y^* \in \mathbb{R}^{nm} : -y^* + x^* - g(x^*) + \nabla^T \lambda^* = 0, \ g(x^*) \in \partial f(x^*)\right\},\]

(17c) holds.

\[\lambda^* = \text{arg} \min \left\{y^* \in \mathbb{R}^{nm} : -y^* + x^* - g(x^*) + \nabla^T \lambda^* = 0, \ g(x^*) \in \partial f(x^*)\right\},\]

(17c) holds.

The following result reveals the relationship between the equilibrium points of algorithm (9) and the solutions of problem (14).

**Theorem 5.1.** Suppose Assumption 3.3 holds. If \((y^*, \lambda^*, z^*) \in \mathbb{R} \sum_{i=1}^n q_i \times \mathbb{R}^{nm} \times \mathbb{R}^{nm}\) is an equilibrium of (9), then \(x^* = P_{\Omega}(y^*)\) is a solution to problem (14). Conversely, if \(x^* \in \Omega\) is a solution to problem (14), then there exists \((y^*, \lambda^*, z^*) \in \mathbb{R} \sum_{i=1}^n q_i \times \mathbb{R}^{nm} \times \mathbb{R}^{nm}\) such that \((y^*, \lambda^*, z^*)\) is an equilibrium of (9) with \(x^* = P_{\Omega}(y^*)\).

**Proof.** (i) Suppose \((y^*, \lambda^*, z^*) \in \mathbb{R} \sum_{i=1}^n q_i \times \mathbb{R}^{nm} \times \mathbb{R}^{nm}\) is an equilibrium of (9). Let \(x^* \in \Omega\) and let \(1_n^T \otimes I_m\). Then it follows that

\[1_n^T \otimes I_m(d - \nabla^T x^* - Lz^*) = \sum_{i=1}^n (d_i - W_i x_i^*) - (1_n^T \otimes I_m)Lz^* = 0_n,\]

(18)

It follows from the properties of the Kronecker product and \(L_1 1_n = 0_n\) that

\[(1_n^T \otimes I_m) = 0_n, (1_n^T \otimes I_m)(I_n \otimes I_m) = (1_n^T I_n) \otimes (I_m) = 0_n \times nm.\]

In light of (18) and (19), (6) holds.

Next, it follows from (17c) that there exists \(\lambda^*_0 \in \mathbb{R}^{nm}\) such that \(x^* = 1_n \otimes \lambda^*_0\). By taking into consideration (17a) and \(\lambda^* = 1_n \otimes \lambda^*_0\), there exists \(g(x^*) \in \partial f(x^*)\) such that \(x^* - g(x^*) + \nabla^T (1_n \otimes \lambda^*_0) = x^* - g(x^*) + W^T \lambda^*_0 = y^*\). Since \(x^* = P_{\Omega}(y^*)\), it follows that (5) holds.

By virtue of (5), (6), and Lemma 3.4, \(x^*\) is the solution to problem (14).

(ii) Conversely, suppose \(x^*\) is the solution to problem (14). According to Lemma 3.4, there exist \(\lambda^*_0 \in \mathbb{R}^q\) and \(g(x^*) \in \partial f(x^*)\) such that (5) and (6) hold. Define \(\lambda^* = 1_n \otimes \lambda^*_0\). As a result, (17c) holds.

Take any \(v \in \mathbb{R}^m\) and let \(v = 1_n \otimes v\). Since (6) holds, \((d - \nabla^T x^*)^T v = (\sum_{i=1}^n (d_i - W_i x_i^*))^T v = 0\). Due to the properties of the Kronecker product and \(L_1 1_n = 0_n\), \(L^T v = (L_n \otimes I_m)(1_n \otimes v) = (L_n 1_n) \otimes (I_m v) = 0_n \otimes v = 0_{nm},\) and hence, \(v \in \ker(L)\). Note that \(\ker(L)\) and \(\text{range}(L)\) form an orthogonal decomposition of \(\mathbb{R}^{nm}\) by the fundamental theorem of linear algebra [36]. It follows from \((d - \nabla^T x^*)^T v = 0\) and \(v \in \ker(L)\) that \(d - \nabla^T x^* \in \text{range}(L)\). Hence, there exists \(z^* \in \mathbb{R}^{nm}\) such that (17b) holds.

Because \(W^T \lambda^*_0 = W^T (1_n \otimes \lambda^*_0) = W^T \lambda^*\), (5) implies \(x^* = P_{\Omega}(x^* - g(x^*) + W^T (1_n \otimes \lambda^*_0)) = P_{\Omega}(x^* - g(x^*) + W^T \lambda^*)\) for some \(g(x^*) \in \partial f(x^*)\). Choose \(y^* = x^* - g(x^*) + W^T \lambda^*\). Then (17a) holds.
To sum up, if \( x^* \in \Omega \) is a solution to problem (4), there exists \((y^*, \lambda^*, z^*) \in \mathbb{R}^{\sum_{i=1}^{n} q_i} \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} \) such that (17) holds and \( x^* = P_\Omega(y^*) \). Hence, \((y^*, \lambda^*, z^*) \) is an equilibrium of (9) with \( x^* = P_\Omega(y^*) \).

**Remark 5.2.** Following the proof of Theorem 5.1, one can easily prove that a point \((x^*, \lambda^*, z^*) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} \) is a saddle point of \( \hat{L} \) (that is, \( L(x, z, \lambda^*) \geq L(x^*, z^*, \lambda^*) \) for all \( x \in \Omega \) and \( \lambda, z \in \mathbb{R}^{nm} \)) if and only if \( x^* \) is a solution to problem (4).

Let \( x^* \) be the solution to problem (4). It follows from Theorem 5.1 that there exist \( y^*, \lambda^*, z^* \) such that \((y^*, \lambda^*, z^*) \) is an equilibrium of (9) with \( x^* = P_\Omega(y^*) \).

Define the function

\[
V(y, \lambda, z) \triangleq \frac{1}{2} \| y - P_\Omega(y^*) \|^2 - \| y - P_\Omega(y) \|^2 + \frac{1}{2} \| \lambda - \lambda^* \|^2 + \frac{1}{2} \| z - z^* \|^2.
\]

**Lemma 5.3.** Consider algorithm (9). Under Assumption 3.3 with \( V(y, \lambda, z) \) defined in (20), if \( a \in \mathcal{L}_V(y, \lambda, z) \), then there exists \( g(x) \in \partial f(x) \) and \( g(x^*) \in \partial f(x^*) \) with \( x = P_\Omega(y) \) and \( x^* = P_\Omega(y^*) \) such that \( a \leq -(x - x^*)^T(y - y^*) + \| x - x^* \|^2 - (x - x^*)^T(g(x) - g(x^*)) - \lambda^T L \lambda \leq 0 \).

**Proof.** It follows from Lemma 2.4 that the gradient of \( V(y, \lambda, z) \) with respect to \( y \) is \( \nabla_y V(y, \lambda, z) = x - x^* \), where \( x = P_\Omega(y) \) and \( x^* = P_\Omega(y^*) \). The gradients of \( V(y, \lambda, z) \) with respect to \( \lambda \) and \( z \) are \( \nabla_\lambda V(y, \lambda, z) = -\lambda^* \) and \( \nabla_z V(y, \lambda, z) = z - z^* \), respectively.

The function \( V(y, \lambda, z) \) along the trajectories of (9) satisfies that

\[
\mathcal{L}_x V(y, \lambda, z) = \begin{cases} 
\tau \in \mathbb{R} : a = \nabla_y V(y, \lambda, z)^T(-y + x - g(x) + \overline{W} \lambda) \\
+ \nabla_\lambda V(y, \lambda, z)^T(d - \overline{W} x - L \lambda - Lz) + \nabla_z V(y, \lambda, z)^T L \lambda, \\
g(x) \in \partial f(x), x = P_\Omega(y) \end{cases}.
\]

Suppose \( a \in \mathcal{L}_x V(y, \lambda, z) \). There is \( g(x) \in \partial f(x) \) such that

\[
a = (x - x^*)^T(-y + x - g(x) + \overline{W} \lambda) + (\lambda - \lambda^*)^T(d - \overline{W} x - L \lambda - Lz) + (z - z^*)^T L \lambda,
\]

where \( x = P_\Omega(y) \).

Because \((y^*, \lambda^*, z^*) \) is an equilibrium of (9) with \( x^* = P_\Omega(y^*) \), there exists \( g(x^*) \in \partial f(x^*) \) such that

\[
\begin{align*}
0_{nm} &= L \lambda^* \\
d &= \overline{W} x^* + L z^*, \\
0_{\sum_{i=1}^{n} q_i} &= -y^* + x^* - g(x^*) + \overline{W} \lambda^*.
\end{align*}
\]

It follows from (21) and (22) that

\[
a = (x - x^*)^T \left[(y - y^*) - (x - x^*)^T(g(x) - g(x^*)) + \overline{W} \lambda^* \right]
+ (\lambda - \lambda^*)^T(\overline{W} x^* + L z^* - \overline{W} x - L \lambda - Lz) + (z - z^*)^T L \lambda
- (x - x^*)^T(y - y^*) + \| x - x^* \|^2 - (x - x^*)^T (g(x) - g(x^*))
+ (x - x^*)^T \overline{W} \lambda^* - (x - x^*)^T \overline{W} (\lambda - \lambda^*)
- \lambda^T L \lambda - \lambda^T L (z - z^*) + (z - z^*)^T L \lambda
\]

\[
= - (x - x^*)^T(y - y^*) + \| x - x^* \|^2 - (x - x^*)^T (g(x) - g(x^*)) - \lambda^T L \lambda.
\]
Since \( x = P_\Omega(y) \) and \( x^* = P_\Omega(y^*) \), we obtain from Lemma 2.3 that \(- (x - x^*)^T(\mathbf{y} - y^*) + \| x - x^* \|^2 \leq 0 \). The convexity of \( f \) implies that \((x - x^*)^T g(x) - g(x^*) \geq 0 \). In addition, \( L = L_n \otimes I_q \geq 0 \) since \( L_n \geq 0 \). Hence, \( a \leq - (x - x^*)^T(\mathbf{y} - y^*) + \| x - x^* \|^2 - (x - x^*)^T (g(x) - g(x^*)) - \lambda^T \mathbf{L} \lambda \leq 0 \).

The following result shows the correctness of the proposed algorithm.

**Theorem 5.4.** Consider algorithm (9). If Assumption 3.3 holds, then
(i) every solution \((y(t), x(t), \lambda(t), z(t))\) is bounded;
(ii) for every solution, \( x(t) \) converges to the optimal solution to problem (4).

**Proof.** (i) Let \( V(y, \lambda, z) \) be as defined in (20). It follows from Lemma 5.3 that
\[
\max L_x V(y, \lambda, z) \leq \max \{- (x - x^*)^T (g(x) - g(x^*)) \}
\]

Note that \( V(y, \lambda, z) \geq \frac{1}{2} \| x - x^* \|^2 + \frac{1}{2} \| \lambda - \lambda^* \|^2 + \frac{1}{2} \| z - z^* \|^2 \) in view of Lemma 2.4. It follows from (24) that \((x(t), \lambda(t), z(t)), t \geq 0\), is bounded. Because \( \partial f(x) \) is compact, there exists \( m = m(y_0, \lambda_0, z_0) > 0 \) such that
\[
\| x(t) - g(x(t)) + \mathbf{W}^T \lambda(t) \| < m
\]
for all \( g(x(t)) \in \partial f(x(t)) \) and all \( t \geq 0 \).

Define \( X : \mathbb{R}^{\sum_{i=1}^q n_i} \to \mathbb{R} \) by \( X(y) = \frac{1}{2} \| y \|^2 \). The function \( X(y) \) along the trajectories of (9) satisfies that
\[
L_x X(y) = \{ y^T(-y + x - g(x) + \mathbf{W}^T \lambda) : g(x) \in \partial f(x) \}.
\]

Note that \( y^T (x(t) - g(x(t)) + \lambda(t)) \leq - \| y(t) \|^2 + m \| y(t) \| \), where \( t \geq 0 \), \( m \) is defined by (25), and \( g(x(t)) \in \partial f(x(t)) \). Hence,
\[
\max L_x X(y(t)) \leq - \| y(t) \|^2 + m \| y(t) \| = -2X(y(t)) + m \sqrt{2X(y(t))}.
\]
It can be easily verified that \( X(y(t)) \), \( t \geq 0 \), is bounded, so is \( y(t), t \geq 0 \).

To sum up, part (i) is proved.

(ii) Let \( \mathcal{R} = \{(y, \lambda, z) \in \mathbb{R}^{\sum_{i=1}^q n_i} \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} : 0 \in L_x V(y, \lambda, z) \} \subset \{(y, \lambda, z) \in \mathbb{R}^{\sum_{i=1}^q n_i} \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} : 0 = \min_{(x, z) \in \partial f(x)} \{ (x - x^*)^T (g(x) - g(x^*)) \} \}. \]

Note that \((x - x^*)^T (g(x) - g(x^*)) > 0 \) if \( x \neq x^* \) because of the strict convexity assumption of \( f \) and Lemma 2.2. Hence, \( \mathcal{R} \subset \{(y, \lambda, z) \in \mathbb{R}^{\sum_{i=1}^q n_i} \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} : x = P_\Omega(y) = y^*, L\lambda = 0_{nm} \} \). Let \( \mathcal{M} \) be the largest weakly invariant subset of \( \mathcal{R} \). It follows from Lemma 2.1 that \((y(t), \lambda(t), z(t)) \to \mathcal{M} \) as \( t \to \infty \). Hence, \( x(t) \to x^* \) as \( t \to \infty \).

Define the average values for \((x(t), \lambda(t), z(t))\) as
\[
\hat{x}(t) \triangleq \frac{1}{t} \int_0^t x(s)ds, \quad \hat{\lambda}(t) \triangleq \frac{1}{t} \int_0^t \lambda(s)ds, \quad \hat{z}(t) \triangleq \frac{1}{t} \int_0^t z(s)ds,
\]
where \((x(t), \lambda(t), z(t))\) is a trajectory generated by algorithm (9). We show the convergence rate of \((\hat{x}(t), \hat{\lambda}(t), \hat{z}(t))\) in the following result.

**Theorem 5.5.** Consider algorithm (9). If Assumption 3.3 holds, then
\[
0 \leq \hat{L}(\hat{x}(t), \hat{z}(t), \Lambda^*) - \hat{L}(x^*, z^*, \hat{\lambda}(t)) \leq \frac{1}{t} V(y_0, \lambda_0, z_0),
\]
where \( \hat{L}(\cdot, \cdot, \cdot) \) is defined in (10), \( V(\cdot, \cdot, \cdot) \) is defined in (20), and \((y^*, \lambda^*, z^*)\) is an equilibrium of (9) with \( x^* = P_\Omega(y^*) \) (equivalently, \((x^*, z^*, \lambda^*)\) is a saddle point of \( \hat{L} \)).
Proof. Suppose \( a \in \mathcal{L}_F V(y, \lambda, z) \). It follows from Lemma 5.3 that
\[
a \leq -(x - x^*)^T(y - y^*) + |x - x^*|^2 - (x - x^*)^T(g(x) - g(x^*)) - \lambda^T L \lambda \leq 0,
\]
where \( x = P_{\Omega}(y), \ x^* = P_{\Omega}(y^*), \ g(x) \in \partial f(x), \) and \( g(x^*) \in \partial f(x^*) \) is as chosen in (22). The above inequality can be rewritten as
\[
a \leq -(x - x^*)^T g(x) - (x - x^*)^T (y - x) + (x - x^*)^T (g(x^*) + y^* - x^*) - \lambda^T L \lambda.
\]
By letting \( y = u, \ x = P_{\Omega}(y), \) and \( x^* = v \) in (3), \( (x - x^*)^T (y - x) \geq 0 \). Due to (22), \( g(x^*) + y^* - x^* = \overline{W}^T \lambda^* \). Hence, \( a \leq -(x - x^*)^T g(x) + (x - x^*)^T \overline{W}^T \lambda^* - \lambda^T L \lambda \). Note that \( -(x - x^*)^T g(x) \leq f(x^*) - f(x), \ d = \overline{W} x^* + L z^*, \) and \( L \lambda^* = 0_{nm} \). We have
\[
a \leq f(x^*) - f(x) + (x - x^*)^T \overline{W}^T \lambda^* - \lambda^T L \lambda
\]
\[
= f(x^*) - f(x) - (d - \overline{W} x - L z)^T \lambda^* - \lambda^T L \lambda
\]
\[
= \hat{L}(x^*, z^*, \lambda) - \hat{L}(x, z, \lambda^*) \leq 0,
\]
since \((x^*, z^*, \lambda^*)\) is a saddle point of \( \hat{L} \). Integrating both sides over the interval \([0, t]\), it follows that
\[
-V(y_0, \lambda_0, z_0) \leq \int_0^t \left( \hat{L}(x^*, z^*, \lambda(s)) - \hat{L}(x(s), z(s), \lambda^*) \right) ds \leq 0.
\]
It follows from the Jensen’s inequality for the convex-concave \( \hat{L} \) that
\[
\hat{L}(x^*, z^*, \lambda(t)) \geq \frac{1}{t} \int_0^t \hat{L}(x^*, z^*, \lambda(s)) ds
\]
and
\[
\hat{L}(\dot{x}(t), \dot{z}(t), \lambda^*) \leq \frac{1}{t} \int_0^t \hat{L}(x(s), z(s), \lambda^*) ds.
\]
The result is thus proved. \( \square \)

5.2. Convergence analysis of the distributed derivative feedback algorithm. Consider algorithm (14) (or (15)). \((x^*, \lambda^*, z^*) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm}\) is an equilibrium of (14) if and only if there exists \( g(x^*) \in \partial f(x^*) \) such that
\[
0 = \sum_{i=1}^q q_i \mathbf{P} \mathbf{I}[x^* - g(x^*) + \overline{W}^T \lambda^*] - x^*, \tag{27a}
\]
\[
0_{nm} = d - \overline{W} x^* - L z^*, \tag{27b}
\]
\[
0_{nm} = L \lambda^*. \tag{27c}
\]

**Theorem 5.6.** Suppose Assumption 3.3 holds. If \((x^*, \lambda^*, z^*) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm}\) is an equilibrium of (14), then \(x^*\) is a solution to problem (4). Conversely, if \(x^* \in \Omega\) is a solution to problem (4), then there exist \( \lambda^* \in \mathbb{R}^{nm}\) and \( z^* \in \mathbb{R}^{nm}\) such that \((x^*, \lambda^*, z^*)\) is an equilibrium of (14).

The proof is similar to that of Theorem 5.1 and hence is omitted.

Suppose \((x^*, \lambda^*, z^*) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm}\) is an equilibrium of (14). Define the function
\[
V(x, \lambda, z) = f(x) - f(x^*) + (\lambda^*)^T (d - \overline{W} x) + \frac{1}{2} \|x - x^*\|^2 + \frac{1}{2} \|\lambda - \lambda^*\|^2 + \frac{1}{2} \|z - z^*\|^2. \tag{28}
\]
Lemma 5.7. Let function \( V(x, \lambda, z) \) be as defined in (28) and Assumption 3.3 hold. For all \((x, \lambda, z) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} \), \( V(x, \lambda, z) \) is positive definite, \( V(x, \lambda, z) = 0 \) if and only if \((x, \lambda, z) = (x^*, \lambda^*, z^*)\), and \( V(x, \lambda, z) \rightarrow \infty \) as \((x, \lambda, z) \rightarrow \infty\).

Proof. By (27c), \( \lambda_0^* \in \mathbb{R}^m \) such that \( \lambda^* = 1_n \otimes \lambda_0^* \). It can be easily verified that \((\lambda^*)^T(d - Wx) = (\lambda_0^*)^T(d_0 - Wx) \). It follows from (6) that

\[
\begin{align*}
(f(x) - f(x^*) + (\lambda^*)^T(d - Wx)) &= f(x) - f(x^*) + (\lambda_0^*)^T(W(x^* - x)).
\end{align*}
\]

By (28) and (29), it is straightforward that \((29)\)

Because \( f(x) \) is convex, \( f(x) - f(x^*) \geq g(x^*)^T(x - x^*) \) for all \( x \in \Omega \) and \( g(x^*) \in \partial f(x^*) \). According to (7),

\[
\begin{align*}
(g(x^*) - W^T\lambda_0^*)^T(x - x^*) &\geq 0
\end{align*}
\]

for all \( x \in \Omega \), where \( g(x^*) \in \partial f(x^*) \) is as chosen in (7). It follows from (29) and (30) that

\[
\begin{align*}
(f(x) - f(x^*) + (\lambda^*)^T(d - Wx)) &\geq (g(x^*) - W^T\lambda_0^*)^T(x - x^*) \geq 0
\end{align*}
\]

for all \( x \in \Omega \), where \( g(x^*) \in \partial f(x^*) \) is as chosen in (7).

Hence, for all \((x, \lambda, z) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} \), \( V(x, \lambda, z) \geq \frac{1}{2}\|x - x^*\|^2 + \frac{1}{2}\|\lambda - \lambda^*\|^2 + \frac{1}{2}\|z - z^*\|^2 \). Therefore, \( V(x, \lambda, z) = 0 \) if and only if \((x, \lambda, z) = (x^*, \lambda^*, z^*)\), and \( V(x, \lambda, z) \rightarrow \infty \) as \((x, \lambda, z) \rightarrow \infty \) for all \((x, \lambda, z) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} \). \( \square \)

Lemma 5.8. Consider algorithm (14). Under Assumption 3.3 with the function \( V(x, \lambda, z) \) defined in (28). If \( a \in \mathcal{L}_x V(x, \lambda, z) \), then there exist \( g(x) \in \partial f(x) \) and \( g(x^*) \in \partial f(x^*) \) such that \( a \leq -\|p\|^2 - (x - x^*)^T(g(x) - g(x^*)) - (g(x^*) - W^T\lambda^*)^T(x - x^*) - \lambda^T L \lambda \leq 0 \), where \( p = P_{1_n}[x - g(x) + W^T\lambda] - x \).

Proof. The function \( V(x, \lambda, z) \) along the trajectories of (14) satisfies that

\[
\mathcal{L}_x V(x, \lambda, z) = \left\{ a \in \mathbb{R} : a = (g(x) - W^T\lambda^* + x - x^*)^T p + \nabla_x V(x, \lambda, z)^T(d - Wx - L\lambda - Lz - Wp) + \nabla_z V(x, \lambda, z)^T L\lambda, \right. \\
g(x) \in \partial f(x), \ p = P_{1_n}[x - g(x) + W^T\lambda] - x \left\} 
\]

Suppose \( a \in \mathcal{L}_x V(x, \lambda, z) \). Then there exists \( g(x) \in \partial f(x) \) such that

\[
\begin{align*}
a &= (g(x) - W^T\lambda^* + x - x^*)^T p \\
&+ (\lambda - \lambda^*)^T(d - Wx - L\lambda - Lz - Wp) + (z - z^*)^T L\lambda,
\end{align*}
\]

where

\[
\begin{align*}
p &= P_{1_n}[x - g(x) + W^T\lambda] - x.
\end{align*}
\]

By (3), we represent (33) in the form of a variational inequality

\[
\langle p + x - (x - g(x) + W^T\lambda), p + x - \tilde{x} \rangle \leq 0 \quad \forall \tilde{x} \in \Omega.
\]

Choose \( \tilde{x} = x^* \). Then,

\[
\begin{align*}
(g(x) - W^T\lambda^* + x - x^*)^T p &\leq -\|p\|^2 - (g(x) - W^T\lambda)^T(x - x^*).
\end{align*}
\]
Since \((x^*, \lambda^*, z^*)\) is an equilibrium of (14), there is \(g(x^*) \in \partial f(x^*)\) such that

\[
\begin{align*}
0 &= L \lambda^*, \\
\lambda^* &= W x^* + L z^*, \\
x^* &= P_{0_l}(x^* - g(x^*) + W^T \lambda^*).
\end{align*}
\]

(35)

It follows from (32), (34), and (35) that

\[
a = (g(x) - W^T \lambda + x - x^*)^T p + (\lambda - \lambda^*)^T W p \\
+ (\lambda - \lambda^*)^T (W^T x^* + L z^* - W x - L \lambda - L z - W p) \\
+ (z - z^*)^T L \lambda \\
\leq -\|p\|^2 - (g(x) - W^T \lambda)^T (x - x^*) \\
+ (\lambda - \lambda^*)^T W p - (x - x^*)^T W^T (\lambda - \lambda^*) - \lambda^T L \lambda \\
- \lambda^T L (z - z^*) - (\lambda - \lambda^*)^T W p + (z - z^*)^T L \lambda \\
= -\|p\|^2 - (g(x) - W^T \lambda)^T (x - x^*) - (x - x^*)^T W^T (\lambda - \lambda^*) - \lambda^T L \lambda \\
(36)
= -\|p\|^2 - (g(x) - g(x^*))^T (x - x^*) - (g(x^*) - \overline{W}^T \lambda^*)^T (x - x^*) - \lambda^T L \lambda.
\]

Because \(x^* = P_{0_l}[x^* - g(x^*) + \overline{W}^T \lambda^*], (g(x^*) - \overline{W}^T \lambda^*)^T (x - x^*) \geq 0\) for all \(x \in \Omega\) followed by (3). The convexity of \(f\) implies that \((x - x^*)^T (g(x) - g(x^*)) \geq 0\). In addition, \(L = L_n \otimes I_n \geq 0\) since \(L_n \geq 0\). Hence, \(a \leq -\|p\|^2 - (x - x^*)^T (g(x) - g(x^*)) - (g(x^*) - \overline{W}^T \lambda^*)^T (x - x^*) - \lambda^T L \lambda \leq 0\).

Next, we give the convergence analysis of algorithm (14) (or equivalently, algorithm (15)).

**Theorem 5.9.** If Assumption 3.3 holds and algorithm (14) is a convex differential inclusion, then

(i) every solution \((x(t), \lambda(t), z(t))\) is bounded;

(ii) for every solution, \(x(t)\) converges to the optimal solution to problem (4).

**Remark 5.10.** In Theorem 5.9, algorithm (14) is assumed to be a convex differential inclusion. The convexity assumption of (14) guarantees the existence of solutions to algorithm (14) and satisfies the condition of the invariance principle Lemma 2.1. In fact, many situations, the convexity of (14) can be satisfied. For example, it holds if \(x_i \in \mathbb{R}\), or if both \(\Omega, \partial f(x_i)\) are “boxes” for all \(i \in \{1, \ldots, n\}\); moreover, it also holds if \(f(x)\) is twice differentiable for all \(i \in \{1, \ldots, n\}\), in which case algorithm (14) is an ordinary differential equation with Lipschitz continuous right-hand side.

**Proof of Theorem 5.9.** (i) Suppose \((x^*, \lambda^*, z^*) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm}\) is an equilibrium of (14). Let function \(V(x, \lambda, z)\) be as defined in (28). It follows from Lemma 5.8 that

\[
\max \mathcal{L}_V(x, \lambda, z) \leq \sup \{a : a = -\|p\|^2 - (x - x^*)^T (g(x) - g(x^*)) - \lambda^T L \lambda, \quad g(x) \in \partial f(x), \quad p = P_{0_l}[x - g(x) + \overline{W}^T \lambda] - x \leq 0\}.
\]

It follows from Lemma 5.7 that \(V(x, \lambda, z)\) is positive definite for all \((x, \lambda, z) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm}\), \(V(x, \lambda, z) = 0\) if and only if \((x, \lambda, z) = (x^*, \lambda^*, z^*)\), and \(V(x, \lambda, z) \rightarrow \infty\) as \((x, \lambda, z) \rightarrow \infty\). Hence, \((x(t), \lambda(t), z(t))\) is bounded for all \(t \geq 0\).

(ii) Let \(\mathcal{R} = \{(x, \lambda, z) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} : 0 \in \mathcal{L}_V(x, \lambda, z)\} \subset \{(x, \lambda, z) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} : \exists g(x) \in \partial f(x), L \lambda = 0_{nm}, (x - x^*)^T (g(x) - g(x^*)) = 0, 0_{\Sigma_{i=1}^m} q_i = \}
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Let $\mathcal{M}$ be the largest weakly invariant subset of $\mathcal{R}$. It follows from Lemma 2.1 that $(x(t), \lambda(t), z(t)) \to \mathcal{M}$ as $t \to \infty$. Note that $(x - x^*)^T(g(x) - g(x^*)) > 0$ if $x \neq x^*$ because of the strict convexity of $f$ and Lemma 2.2. Hence, $x(t) \to x^*$ as $t \to \infty$.

**Remark 5.11.** The analysis of nonconvex differential inclusions is still challenging. However, optimization algorithms described by projected nonconvex differential inclusions are investigated in [5, 6, 7] and applied to convex optimization problems with rigorous convergence analysis. Hence, the convergence analysis of algorithms in the form of nonconvex differential inclusions may be conducted by following the ideas of [5, 6, 7, 22].

The following gives a convergence result when the objective functions of problem (4) are differentiable. If the objective functions of problem (4) are differentiable, algorithm (14) becomes an ordinary differential equation and the strict convexity requirement of the objective functions can be relaxed, still with our proposed algorithm and technique.

**Corollary 5.12.** Consider algorithm (14). With points 1 and 3 of Assumption 3.3, if $f_i$ is twice differentiable and convex on an open set containing $\Omega_i$ for $i \in \{1, \ldots, n\}$, then

(i) the solution $(x(t), \lambda(t), z(t))$ is bounded;

(ii) the solution $(x(t), \lambda(t), z(t))$ is convergent and $x(t)$ converges to an optimal solution to problem (4).

**Proof.** (i) The proof of (i) is similar to that of Theorem 5.9(i). Hence, it is omitted.

(ii) It follows from similar arguments in the proof of Theorem 5.9(i) that

\[
\frac{d}{dt} V(x, \lambda, z) \leq -\|\dot{x}\|^2 - (x - x^*)^T(\nabla f(x) - \nabla f(x^*)) - \lambda^T L \lambda \leq 0,
\]

where $\dot{x} = P_{\Omega}[x - \nabla f(x) + W^T \lambda] - x$ and function $V(x, \lambda, z)$ is defined in (28).

Let $\mathcal{R} = \{(x, \lambda, z) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} : 0 = \frac{d}{dt} V(x, \lambda, z) \} \subset \{(x, \lambda, z) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} : 0 = \frac{d}{dt} V(x, \lambda, z) \} \subset \mathcal{R}$.

Let $\mathcal{M}$ be the largest invariant subset of $\mathcal{R}$. It follows from the invariance principle (Theorem 2.41 of [19]) that $(x(t), \lambda(t), z(t)) \to \mathcal{M}$ as $t \to \infty$. Note that $\mathcal{M}$ is invariant. Let $(\tilde{x}(t), \tilde{\lambda}(t), \tilde{z}(t))$ be a trajectory of algorithm (14). Then $(\tilde{x}(t), \tilde{\lambda}(t), \tilde{z}(t)) \in \mathcal{M}$ for all $t \geq 0$ if $(\tilde{x}(0), \tilde{\lambda}(0), \tilde{z}(0)) = (\tilde{x}_0, \tilde{\lambda}_0, \tilde{z}_0) \in \mathcal{M}$. Assume $(\tilde{x}(t), \tilde{\lambda}(t), \tilde{z}(t)) \in \mathcal{M}$ for all $t \geq 0$. Hence, $(\hat{x}(t), \hat{\lambda}(t), \hat{z}(t)) \in \mathcal{M}$ for all $t \geq 0$. Define $\hat{x}(t) \equiv 0_{\Sigma_{i=1}^m q_i}$ and $\hat{z}(t) \equiv 0_{nm}$ and, hence, $\hat{x}(t) \equiv d - Wx_0 - Lz_0$. Suppose $\hat{\lambda}(t) \equiv 0_{nm} \neq 0_{nm}$, then $\hat{\lambda}(t) \to \infty$ as $t \to \infty$, which contradicts part (i).

Hence, $\hat{x}(t) \equiv 0_{nm}$ and $\mathcal{M} \subset \{(x, \lambda, z) \in \Omega \times \mathbb{R}^{nm} \times \mathbb{R}^{nm} : 0 = \frac{d}{dt} V(x, \lambda, z) \} \subset \mathcal{R}$.

Take any $(\tilde{x}, \tilde{\lambda}, \tilde{z}) \in \mathcal{M}$. Obviously, $(\tilde{x}, \tilde{\lambda}, \tilde{z})$ is an equilibrium point of algorithm (14). Define a new function $\tilde{V}(x, \lambda, z)$ by replacing $(x^*, \lambda^*, z^*)$ with $(\tilde{x}, \tilde{\lambda}, \tilde{z})$ in $V(x, \lambda, z)$. It follows from similar arguments in the proof of Lemma 5.8 that $\frac{d}{dt} \tilde{V}(x, \lambda, z) \leq 0$. Hence, $(\tilde{x}, \tilde{\lambda}, \tilde{z})$ is Lyapunov stable. By Proposition 4.7 of [19], there exists $(\hat{x}, \hat{\lambda}, \hat{z}) \in \mathcal{M}$ such that $(x(t), \lambda(t), z(t)) \to (\hat{x}, \hat{\lambda}, \hat{z})$ as $t \to \infty$. Since $(\hat{x}, \hat{\lambda}, \hat{z}) \in \mathcal{M}$ is an equilibrium point of algorithm (14), $\hat{x}$ is an optimal solution to problem (4) by Theorem 5.6.

Define $\hat{x}(t)$, $\hat{\lambda}(t)$, and $\hat{z}(t)$ as in (26), where $(x(t), \lambda(t), z(t))$ is a trajectory gen-
erated by algorithm (14). We show the convergence rate of \((\hat{x}(t), \hat{\lambda}(t), \hat{z}(t))\) in the following result.

**Theorem 5.13.** Consider algorithm (14). If Assumption 3.3 holds, then

\[
0 \leq \hat{L}(\hat{x}(t), \hat{z}(t), \lambda^*) - \hat{L}(x^*, z^*, \hat{\lambda}(t)) \leq \frac{1}{t} V(x_0, \lambda_0, z_0),
\]

where \(\hat{L}(\cdot, \cdot, \cdot)\) is defined in (10), \(V(\cdot, \cdot, \cdot)\) is defined in (28), and \((x^*, \lambda^*, z^*)\) is an equilibrium of (14) (equivalently, a saddle point of \(\hat{L}\)).

**Proof.** Suppose \(a \in \mathcal{L}_F V(x, \lambda, z)\). It follows from Lemma 5.8 that there exists \(g(x) \in \partial f(x)\) such that

\[
a \leq -\|p\|^2 - (x - x^*)^T g(x) + (W^T \lambda^*)^T (x - x^*) - \lambda^T L \lambda \leq 0,
\]

where \(p = P_i [x - g(x) + W^T \lambda] - x\). Note that \(-(x - x^*)^T g(x) \leq f(x^*) - f(x)\), \(d = W x^* + L z^*\), and \(L \lambda^* = 0_{nm}\). We have

\[
a \leq -\|p\|^2 + f(x^*) - f(x) - (d - W x - L z)^T \lambda^* - \lambda^T L \lambda
\]

\[
\leq -\|p\|^2 + \hat{L}(x^*, z^*, \lambda) - \hat{L}(x, z, \lambda^*) \leq 0,
\]

since \((x^*, z^*, \lambda^*)\) is a saddle point of \(\hat{L}\). Integrating both sides over the interval \([0, t]\), it follows that

\[
-V(x_0, \lambda_0, z_0) \leq \int_0^t \left(\hat{L}(x^*, z^*, \lambda(s)) - \hat{L}(x(s), z(s), \lambda^*)\right) ds \leq 0.
\]

It follows from the Jensen’s inequality for the convex-concave \(\hat{L}\) that

\[
\hat{L}(x^*, z^*, \hat{\lambda}(t)) \geq \frac{1}{t} \int_0^t \hat{L}(x^*, z^*, \lambda(s)) ds
\]

and

\[
\hat{L}(\hat{x}(t), \hat{z}(t), \lambda^*) \leq \frac{1}{t} \int_0^t \hat{L}(x(s), z(s), \lambda^*) ds.
\]

Then the result is proved. \(\square\)

**Remark 5.14.** The results of this paper are related to that in [40] but different in a few ways. First, the problem formulation is more general and considers nonsmooth objective functions with potential applications in power dispatch [11, 29, 37], compress sensing [15, 44], and LASSO problems [8]. Second, the proposed algorithms are designed using new ideas as discussed in section 4.3. Third, nonsmooth analysis is used to prove the convergence property and convergence rates of the proposed algorithms.

### 6. Numerical experiments

In this section, we give a numerical example to illustrate the effectiveness of the proposed algorithms.

Consider the nonsmooth optimization problem with a six-agent undirected and connected network,

\[
\min_x f(x), \quad f(x) = \sum_{i=1}^6 \frac{1}{2} \|x_i\|^2 + \|x_i\|_1, \quad \sum_i A_i x_i = \sum_i d_i = d_0, \quad \|x_i\|_\infty \leq 1,
\]
where \( i \in \{1, \ldots, 6\} \), \( W = [W_1, \ldots, W_6] \in \mathbb{R}^{3 \times 24} \), \( x_i \in \mathbb{R}^{4} \), and \( x = [x_1^T, \ldots, x_6^T]^T \in \mathbb{R}^{24} \). Each agent \( i \) knows \( A_i \) and \( d_i \) with

\[
W_1 = \begin{bmatrix}
0.63 & 0.58 & 0.65 & 0.33 \\
0.04 & 0.6 & 0.5 & 0.81 \\
0.8 & 0.25 & 0.53 & 0.79
\end{bmatrix}, \quad
W_2 = \begin{bmatrix}
0.68 & 0.22 & 0.49 & 0.21 \\
0.01 & 0.51 & 0.23 & 0.29 \\
0.13 & 0.79 & 0.34 & 0.45
\end{bmatrix},
\]

\[
W_3 = \begin{bmatrix}
0.62 & 0.57 & 0.71 & 0.28 \\
0.25 & 0.21 & 0.66 & 0.9 \\
0.1 & 0.94 & 0.78 & 0.7
\end{bmatrix}, \quad
W_4 = \begin{bmatrix}
0.44 & 0.06 & 0.77 & 0.16 \\
0.34 & 0.94 & 0.28 & 0.41 \\
0.99 & 0.65 & 0.38 & 0.12
\end{bmatrix},
\]

\[
W_5 = \begin{bmatrix}
0.84 & 0.62 & 0.74 & 0.26 \\
0.75 & 0.56 & 0.41 & 0.89 \\
0.76 & 0.52 & 0.55 & 0.24
\end{bmatrix}, \quad
W_6 = \begin{bmatrix}
0.44 & 0.28 & 0.50 & 0.38 \\
0.69 & 0.23 & 0.88 & 0.63 \\
0.55 & 0.51 & 0.58 & 0.85
\end{bmatrix},
\]

\[
d_1 = d_2 = d_3 = [0.47, 0.52, 0.77]^T, \quad
d_4 = d_5 = d_6 = [0.63, 0.33, 0.34]^T.
\]

The adjacency matrix of graph \( G \) is given by

\[
A = \begin{bmatrix}
0 & 1 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 1 \\
1 & 1 & 0 & 0 & 1 & 0
\end{bmatrix}.
\]

Some simulation results using the distributed projected output feedback algorithm (DPOFA) (9) proposed in section 4.1 and the distributed derivative feedback algorithm (DDFA) algorithm (14) proposed in section 4.2 are shown in Figures 1–5. Figure 1 shows the trajectories of estimates for \( x \) versus time under DPOFA algorithm (9) proposed in section 4.1 and Figure 2 depicts the trajectories of the estimates for \( x \) versus time under DDFA algorithm (14) proposed in section 4.2. Algorithm (9) proposed in section 4.1 uses an auxiliary variable \( y \) and estimates the optimal solution using \( x = P_O(y) \), while algorithm (14) proposed in section 4.2 directly uses \( x \) to estimate the solution. Both algorithms are able to find the optimal solution of the optimization problem. Figures 3 and 4 verify the boundedness of trajectories of DPOFA algorithm (9) and DDFA algorithm (14). Figure 5 gives the trajectories of the objective function \( f(x) \) and constraint \( \|Wx - d_0\| \) versus time under DPOFA algorithm (9) and DDFA algorithm (14) and demonstrates that the trajectories of \( x \) converge to the equality constraint.

In Figure 5, the trajectories of \( f(x) \) and \( \|Wx - d_0\| \) versus time under the DPOFA algorithm show slow response speed at the beginning of the simulation. This is because the change of \( y \) in the algorithm may not generate the changing behavior of \( x = P_O(y) \) when \( y \notin \Omega \). Due to the indirect feedback effect on \( x \) (changing \( x \) by controlling \( y \)) in the DPOFA algorithm, the trajectory of variable \( x \) may show slow changing behaviors in applications.

7. Conclusions. In this paper, distributed designs for the extended monotropic optimization problems have been addressed, which are related to various applications in large-scale optimization and evolutionary computation. In this paper, two novel distributed continuous-time algorithms using projected output feedback design and derivative feedback design have been proposed to solve this problem in multiagent networks. The design of the algorithms used the decomposition of problem constraints.
and distributed techniques. Based on stability theory and the invariance principle for differential inclusions, the convergence properties and convergence rates of the proposed algorithms have been established. The trajectories of all the agents have been proved to be bounded and convergent to the optimal solution with any initial condition in mathematical and numerical ways.

Fig. 1. Trajectories of estimates for $x$ versus time under algorithm (9) for problem (38).

Fig. 2. Trajectories of estimates for $x$ versus time under algorithm (14) for problem (38).
Fig. 3. $\|y\|, \|\lambda\|$, and $\|z\|$ versus time under algorithm (9) for problem (38).

Fig. 4. $\|x\|, \|\lambda\|$, and $\|z\|$ versus time under algorithm (14) for problem (38).
Fig. 5. Objective functions $f(x)$ and constraints $\|Wx - d_0\|$ versus time under algorithms (9) and (14) for problem (38).
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