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Abstract—In this study, we show that the energy-based
method of sound source localization can be successfully
exploited for sound source localization under low power
consumption conditions. Sound source localization is
widely applied in battlefield environments where low
power consumption is especially crucial and necessary for
extending the lifespan of sensor nodes. We propose several
variables that may (possibly) affect the path loss exponent.
We provide data that shows that energy-based methods
of sound source localization can accurately determine the
appropriate path loss exponent and can improve localiza-
tion accuracy. The results of our study also demonstrate
that energy-based methods of sound source localization
can significantly reduce localization errors by adjusting
sensors’ weight coefficients when ambient (background)
noise exists. Our test results indicate that our method
of source localization using low power consumption is
consistently accurate and is able to determine sound
source localization multiple times over an extended period.

Index Terms—Energy-based algorithm, low power con-
sumption, path loss exponent, sound energy attenuation
model, sound source localization.

I. INTRODUCTION

SOURCE localization has garnered a great deal of atten-
tion due to its numerous applications in communications,

navigation, and target tracking [1]–[8]. There are many lo-
calization methods in existence, including the Multiple Signal
Classification (MUSIC) algorithm, correlation approaches, and
beamforming-based approaches [9]. While these methods can
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be used in sound source localization systems, they must first sat-
isfy the conditions of low power consumption in order to extend
the life of the sensor nodes used in wireless sensor networks.

The MUSIC method (first proposed in 1986) belongs to the
so-called “high resolution” approach because of the sharpness
(or high resolution) of its results. Applying the MUSIC method
to broadband signals is somewhat difficult because computa-
tions must be conducted in an environment with extreme noise.
Asano was the first to apply the MUSIC algorithm to robotics.
As part of an experiment, Asano distributed an array of N =
8 microphones around the periphery of Jijo-2 (a robot). Asano
was able to obtain realistic localizations of vocal sources by ap-
plying the narrowband method to broadband signals [10]. Such
an application of the MUSIC method may be seen as “naive”
because it so closely follows the mandates of the narrowband
algorithm. Asano’s use of this variation of the MUSIC method
is known as Standard Eigen Value Decomposition-MUSIC. An-
other interesting variation of the MUSIC method was proposed
by Nakamura et al. in 2011. Nakamura et al. proposed the Gen-
eralized Eigen Value Decomposition-MUSIC (GEVD-MUSIC)
method as a way to identify noise and signal in [11].

Time difference of arrival (TDOA) is one of the correlation
approaches used to determine source localization. The main
function of TDOA is to estimate the time delay between a
pair of microphones. Generalized cross correlation (GCC) tech-
niques, employed in conjunction with the PhaT weighting func-
tion (GCC-PhaT) [12], [13], are by far the most commonly used
methods in a robotics context (due to the high temporal res-
olution in TDOA estimations). For example, Kim et al. used
a triangular 3-microphone array to infer source location from
short-time observations in order to cope with the movement of
the sound source (or the robot) [14]. Additionally, Badali et al.
provide a useful evaluation of various real-time sound localiza-
tion approaches using a cubical 8-microphone array in which
GCC-PhaT is compared with beamforming techniques [15]. Fi-
nally, Hilsenbeck and Kirchner proposed a robust approach to
the acoustic perception of the presence of people from a pair of
microphones [16].

However, despite GCC-PhaT’s obvious uses (detailed above),
this method still has some issues. For example, GCC-PhaT only
takes into account the phase of the perceived signals in the in-
tercorrelation computation and assigns the same importance to
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each frequency. In order to solve this problem, Valin et al. cre-
ated an alternative process which penalizes frequencies with a
low signal-to-noise ratio (SNR) [17]. Furthermore, while cor-
relation approaches have improved localization accuracy, they
mainly assume planar wave fronts in order to limit algorithmic
complexity.

Among all the methods rooted in signal processing, those
based on beamforming are the most commonly used in robotics
because of their low computational cost. Mattos and Grant used
a beamforming approach in their experiments and concluded
that while the beam pattern of the main lobe is thin enough for
frequencies over 1 kHz, frequencies below 800 Hz cannot be
exploited for localization [18]. Ultimately, the localization of
conventional beam-formers is limited to low frequencies, and
thus alternative beamforming methods are necessary for future
work [9].

Furthermore, sound source localization remains a challenging
task due to factors including environmental noise and power
consumption. For sound source localization with microphone
arrays, existing methods can be categorized into two groups
[19]. The first group consists of more direct methods in which
either microphone arrays are positioned in various locations,
and seek out the peak output power of signals, or signals are
analyzed for a correlation matrix (see [20]–[22]). The location
with the highest output power is considered to be the sound
source location. The second group encompasses two methods.
The first method is based on estimating the TDOA [23], [24],
for the signals received by spatially separated microphone pairs,
and then calculating the source position based on the TDOA
estimation and array geometry. The second method is based
on the strength of the received sound energy, the results of
which first define the sound energy attenuation model, and then
calculate the sound source position.

The second group is the more indirect of the two methods, and
requires more steps. However, when compared to the more direct
group, the indirect group does have two advantages. The first ad-
vantage is that the indirect group has a lower computational cost.
The second advantage is that it uses less sampling data. Conse-
quently, the indirect group is suitable for use in an environment
that requires a low sampling rate and less sampling data [25].
Furthermore, while the TDOA-based method is very suitable
for pulse signals [26], it is insufficient for real-time applications
when the sound signal extends over a long period of time.

In this study, we have adopted an energy-based method in
order to satisfy the requirements of real-time applications and
low power consumption. We propose possible variables that
may affect the path loss exponent and we provide a method of
determining an appropriate path loss exponent that improves
localization accuracy. Our proposed method also reduces local-
ization errors by adjusting the weight coefficients of the sensors
when ambient noise exists.

The remainder of this paper is organized as follows. In
Section II, we present (in detail) the sound energy attenuation
model. In Section III, we describe the localization algorithm. In
Section IV, we provide an analysis of power consumption. In
Section V, we provide the experimental and simulation results.
Finally, we present the conclusion in Section VI.

II. TRADITIONAL SOUND ENERGY ATTENUATION MODEL [27]

When sound travels through the air, acoustic energy is emit-
ted omnidirectionally from the sound source. The strength of
a sound source diminishes at a rate inversely proportional to
the square of the distance. This formula serves as the basis of
the theory of wireless sensor networks sound source localiza-
tion based on energy. The traditional sound energy attenuation
model is defined as

yi(t) = ζi
S(t)

|ri − r(t)|α + εi(t) (1)

where yi(t) indicates the signal energy measured on the ith
sensor, ζi is the gain factor of the ith acoustic sensor, S(t) is
the sound energy 1 m from the sound source (we can think of
this as the energy of the sound source). ri and r(t) indicates the
coordinates of ith sensor node and sound source at time t. Each
variable is a vector with two additional variables (when in a
two-dimensional (2-D) plane). As we only consider the case of
2-D planes in this study, the variables can be a set as (x, y), with
|ri − r(t)| being the distance difference between the ith sensor
and the sound source at time t, α being the path loss exponent
(≈2), εi(t) being the cumulative effects of the modeling error of
parameters ζi , and α, and the additive observation noise being
yi(t) (for the purposes of this paper, yi(t) can be thought of as
ambient noise).

III. INDOOR/OUTDOOR EXPERIMENTS ABOUT THE SOUND

ENERGY ATTENUATION MODEL

The existing sound energy attenuation model (mentioned
above) is not accurate. Although the path loss exponent (α)
is assumed to be constant (≈2) in [27], it was actually obtained
using a specific point, and an omnidirectional sound source in a
favorable environment (a gentle breeze and mild temperatures).
The parameters below may vary in different situations, but they
are all influenced (primarily) by the following factors.

1) Ambient noise will have an impact on α.
2) The ideal point (an omnidirectional sound source which

does not exist in a real environment) will have an impact
on α.

3) The distances between the sensors and the sound source
will impact α.

In order to validate the potential impacts (described above),
we conducted experiments in both indoor and outdoor environ-
ments.

Before conducting these experiments, it was necessary to
solve the problem of how to find accurate sound energy. As-
suming there are n sampling points, Xi is the sampling value of
the ith point, and X the sampling value when there is no sound
source. Energy of the sound can be defined as

E = γ
1
n

n∑

i=1

|Xi − X|2 (2)

where γ is a constant. The magnitude of a continue sound wave
changes continuously, as shown in Fig. 1. Therefore, it is not
possible to obtain an accurate value of the sound energy when
there is little sampling data. A more accurate value can be found
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Fig. 1. Sound wave of the tank used in the experiments. In consid-
eration of energy consumption and localization accuracy, the sampling
frequency was set at approximately 3000 Hz and the sampling length
was set at approximately 40 ms.

Fig. 2. Sound sensor array. Six sound sensors constitute a circular
array. Sound source energy can be determined more accurately by cal-
culating the average value of the six sound sensors.

TABLE I
INDOOR EXPERIMENTAL RESULTS

ID 0◦ 90◦

α RMSE α RMSE

1 1.57 0.01 1.21 0.023
2 1.50 0.02 1.26 0.03

if there is more sampling data; however, more sampling data
requires more time when using the same sampling rate and does
not satisfy the requirements of real-time applications. As such,
it is necessary to use six sound sensors in order to find a more
accurate value (by calculating the average value); The sound
sensor array is shown in Fig. 2.

In our indoor experiments, our acoustic source was a tape
recorder placed in a fixed location. Sensor nodes with acoustic
microphones were placed at varying intervals from the energy
source (1, 2, 3, 4, and 5 m). The microphones were placed
approximately 20 cm above the ground, and the temperature
was approximately 25 ◦C. The following two experiments were
conducted (with each experiment being conducted two times):

1) The sound source was facing the sensor nodes, and the
angle was 0◦.

2) The sound source was not facing the sensor nodes, and
the angle was 90◦.

The indoor experimental results are shown in Table I.
In the outdoor experiments, our acoustic energy source was a

tape recorder placed in a fixed location. The microphones were
placed approximately 20 cm above the ground, then weather
was clear (with a gentle breeze), and the temperature was

TABLE II
OUTDOOR EXPERIMENTAL RESULTS

Distance Interval With 1 m Distance Interval With 5 m

ID 0◦ 90◦ 0◦ 90◦

α RMSE α RMSE α RMSE α RMSE

1 1.93 0.02 1.65 0.01 2.45 0.02 1.71 0.01
2 2.01 0.02 1.65 0.01 2.24 0.01 1.73 0.02

approximately 24 ◦C. Four experiments were conducted and
every experiment was conducted two times.

In the first experiment, the energy source was facing the sen-
sor nodes (with the angle 0◦); sensor nodes with acoustic micro-
phones were placed at varying intervals from the energy source
(5, 10, 15, 20, 25, and 30 m).

The second experiment employed a sound source that did not
face the sensor nodes (with the angle 90◦); sensor nodes with
acoustic microphones were placed at varying intervals from the
energy source (5, 10, 15, 20, 25, and 30 m).

The third experiment employed an energy source that faced
the sensor nodes (with the angle 0◦); sensor nodes with acoustic
microphones were placed at varying intervals from the energy
source (1, 2, 3, 4, and 5 m).

The fourth experiment employed a sound source that did not
face the sensor nodes (with the angle 90◦); sensor nodes with
acoustic microphones were placed at varying intervals from the
energy source (1, 2, 3, 4, and 5 m).

The outdoor experimental results are shown in Table II.
We recorded the time series for both acoustic sensors in both

the indoor environment and the outdoor environment at a sam-
pling rate of 3000 Hz, after which point the energy readings were
computed. Given the experimental results already obtained, it
can be concluded that:

When the distances and the source types are the same, the
values of α will be smaller in an indoor environment than in an
outdoor environment. As such, α will have different values in
different environments.

When the distances and environments were the same, the
values of α were greater in the sources facing the sensors than
the sources not facing the sensors. Consequently, the type of
sound source utilized will have an impact on α.

When the source types and environments are the same, the
values of α will be greater for distances 5, 10, 15, 20, 25, and
30 m than for distances of 1, 2, 3, 4, and 5 m. Consequently, the
distances between the sensors and the sound source will also
impact α.

As such, we now know that the values of α will be differ-
ent when the three factors (environments, source types, and
distances) are different. Next, we present how best to find the
appropriate value of α.

First of all, the following assumptions are made.
1) There is a single moving sound source that does not ini-

tially make a sound.
2) The coordinates of the sensor nodes are known.
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Fig. 3. Sound source localization according to the time difference of
arrival.

3) At least four sensor nodes are used in the 2-D sensor field
(this is presented in Section IV).

The following method was then adopted to find α.
Step 1: When the sound source has not yet made a sound,

the ambient noise from each sensor node can be
obtained from the sound sensor.

Step 2: When the sound source begins to make a sound, the
four sensor nodes record the arrival times of sounds
as t1 , t2 , t3 , t4 , and the sound energy as y1 , y2 , y3 ,
y4 .

Step 3: The hyperbolic can be obtained from t1 , t2 , t3 , t4
just as shown in Fig. 3, and the position of the sound
source r can be obtained.

Step 4: Now the sound source coordinates, the ambient
noise from each sensor node, and the four sensor
nodes coordinates are all known. From (1) αij can
be defined as

αij = log |r j −r ( t ) |
|r i −r ( t ) |

yi − εi

yj − εj
(3)

where αij is the path loss exponent obtained by the
ith and jth sensor nodes (αij = αji). When there are
four sensor nodes, the value of α can be obtained as

α =
α12 + α13 + α14 + α23 + α24 + α34

6
. (4)

When there are m sensor nodes, the value of α can be
obtained as

α =
2

m(m − 1)

m−1∑

i=1

m∑

j=i+1

αij . (5)

This method can reduce the localization error greatly (this is
validated in Part B of Section VI).

IV. LOCALIZATION ALGORITHM

Since the sound energy attenuation model has been obtained
in a real environment, we now present the algorithm of sound
source localization. Assuming there are m sensor nodes around
the sound source, the sound energy detected by the ith sensor
node is yi(t) and the sound source detected by the jth sensor

Fig. 4. Intersection areas of A and B.

node is yj (t). Equations (6) and (7) can be obtained from (1) as
[27]

yi(t) = ζi
S(t)

|r(t) − ri |α + εi(t)(i ∈ m) (6)

yj (t) = ζj
S(t)

|r(t) − rj |α + εj (t)(j �= i, j ∈ m). (7)

Equations (8) and (9) can be obtained from (6) and (7) as [27]

|r(t) − ri | =
[
yi(t) − εi(t)

ζiS(t)

] 1
α

(8)

|r(t) − rj | =
[
yj (t) − εj (t)

ζjS(t)

] 1
α

. (9)

When the ith sensor and the jth sensor are in the same envi-
ronment, it can be assumed that the sensor nodes have the same
gain factor, the relationship between the distance ratio and the
energy ratio can be obtained as [27]

kij =
|r(t) − ri |
|r(t) − rj | =

[
yj (t) − εj (t)
yi(t) − εi(t)

] 1
α

(10)

where kij > 0 and it is a constant, we can get its value from
(10). Equation (10) can be expressed as [27]

[
r(t) − ri − k2

ij rj

1 − k2
ij

]2

=
k2

ij (ri − rj )
(1 − k2

ij )2 . (11)

Let Cij =
ri −k 2

i j rj

1−k 2
i j

, ρij = ki j |ri −rj |
1−k 2

i j
, then (11) can be expressed

as [27]

|r(t) − Cij |2 = ρ2
ij . (12)

Importantly, every two sensor nodes can determine a circle.
There must be three circles in order to obtain a sound source
position (when using three sensor nodes). However, occasion-
ally there will be special cases (for example, Fig. 4), where we
will not know whether the sound source was near the A area
or the B area. In such cases, it is necessary to use at least four
sensor nodes that can determine at least six circles. These circles
will still not have an intersection point [28] because of ambient
noise.

When there are m sensor nodes, the number of the circles is
m (m−1)

2 , assuming that (xt, yt) is the center of the tth circle,
rt is the radius of the tth circle (assuming that the tth circle
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Fig. 5. Overview of the localization algorithm.

is defined by the ith and jth sensor nodes, then they can be
obtained from Cij and ρij mentioned above); the sound source
(xs, ys) can be determined when f1 has the minimum value
shown as

f1 =

m (m −1 )
2∑

t=1

|
√

(xs − xt)2 + (ys − yt)2 − rt |. (13)

From (13) the sound source position can be obtained when f1
has the minimum value. This means that all of the circles are
equal. However, when ambient noise can not be ignored, the
data measured by the sensor nodes closer to the sound source
will be more precise, and the circles determined by these sensor
nodes must have a higher weight coefficient value. So (13) can
be modified as

f2 =

m (m −1 )
2∑

t=1

kt |
√

(xs − xt)2 + (ys − yt)2 − rt | (14)

TABLE III
COMPARISONS WITH OTHER METHODS

Method AD Sampling Frequency (kHz) Localization Times

GCC 44.1 one
MVC 51.2 one
PEOBO 102.4 one
Proposed 3 many

where kt is the weight coefficient of the tth circle. The sound
source (xs, ys) can be determined when f2 has the minimum
value. This can reduce the localization error by adjusting the
weight coefficients (This is discussed in Part A of Section VI).
An overview of the localization algorithm is depicted in Fig. 5.

Step 1: System initialization. It mainly includes sampling rate
settings, communication settings, time synchronization, etc.

Step 2: Calculate the sound decay factor when sound arriving.
Step 3: Calculate the coordinates of the sound source.

V. COMPARISONS WITH OTHER METHODS

In this section we compare our method with other existing
algorithms, including the method of maximizing the GCC func-
tion [19], the method of minimum variance cepstrum (MVC)
[26], and the method of peak estimation of beam former output
(PEOBO) [29], as shown in Table III.

Our method has two distinct advantages. First, our sampling
frequency is approximately 3 kHz, a much lower sampling fre-
quency compared to other methods. A sampling frequency of
3 kHz demonstrates strong localization accuracy, and reduces
the demand for hardware (i.e., the higher the sampling fre-
quency, the higher the hardware requirements need). Signifi-
cantly, the other three methods (previously mentioned) do not
work at all when the sampling frequency is near 3 kHz, whereas
our method achieved sound source localization multiple times
over an extended period of time at 3 kHz. Second, the other meth-
ods can only complete one localization, whereas our method
can complete multiple localizations. Thus, sounds from slow-
moving targets cannot be detected by the other methods.

VI. EXPERIMENTS AND SIMULATIONS

A. Simulations

In this section, we discuss how the accuracy of an energy-
based source localization method is affected by the weight co-
efficients ki when the SNRs have different values (SNR is mea-
sured 1 m away from the source). For this purpose, four sensors
were placed in a 30-m by 30-m sensor field with the following
coordinates: (0, 0), (0, 30), (30, 0), (30, 30). The location of the
target was assumed to be within this sensor field. It was also as-
sumed that the gain factor ζi = 1 and the path loss exponent = 2.
One thousand independent simulations were performed and the
average error and standard deviation (STD) of the results (in both
x and y directions) were computed. In order to better understand
their impact, we devised five different modes of weight coeffi-
cients: (1, 1, 1, 1, 1, 1), (2, 1, 1, 1, 1, 1), (2, 2, 1, 1, 1, 1), (3, 2, 1,
1, 1, 1), and (4, 2, 1, 1, 1, 1). The results are displayed in Fig. 6.
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Fig. 6. Error and STD of sound source localization due to background
noise.

Fig. 7. Experimental environment. When the sound source emits a
sound wave, the routers send the sound information to the coordinator,
and the coordinator then sends the information to the PC.

TABLE IV
VALUES OF α IN THE EXPERIMENTS

Number α

1−8 1.14 1.09 1.05 1.43 0.95 1.31 1.36 1.00
9−16 1.30 1.23 1.48 1.25 1.33 1.48 1.60 1.43
17−24 1.90 1.46 1.44 1.22 1.35 1.34 1.15 1.77
25−32 1.18 1.46 1.49 0.97 1.39 1.14 1.86 1.59
33−40 1.50 1.85 1.60 2.16 1.38 1.54 1.08 1.44

From the results, it can be seen that adjusting the weight
coefficients reduced localization errors by nearly 20% (when
SNR was between 15 and 25 dB)

B. Experiments

In this section, we discuss the accuracy of the path loss expo-
nent α calculated by our new method. We also provide an error
rate comparison between the traditional method (α≈ 2) and our
new method.

Fig. 8. Sound source localization results of the traditional method (with
α = 2) when SNR ≈ ∞. The blue points represent the sensor nodes,
the black points represent the real sound source positions, and the red
points represent the localization positions.

Fig. 9. Sound source localization results of the new method (with α
calculated according to the environment) when SNR ≈ ∞. The blue
points represent the sensor nodes, the black points represent the real
sound source positions, and the red points represent the localization
positions.

At least three sensor nodes are needed to localize a sound
source in a 2-D plane. We used four sensor nodes in our ex-
periments in order to improve precision. We arranged the four
nodes into a rectangle, which is the optimal arrangement of sen-
sor nodes [30]. Naturally, the geometric arrangement of the node
network can have an impact on the results of any experiment;
however, this impact is inconsequential as long as the four nodes
are not arranged in a straight line. In our study, we found that
localization errors were larger outside of the rectangle formation
than inside of the rectangle formation. Thus, using a rectangular
geometric formation for networks reduces localization errors.

As shown in Fig. 7, our experiments were performed in a
quiet room using five wireless sensor nodes (including one co-
ordinator node and four router nodes). Every sensor node had a
microphone array (with six sound sensors). Our acoustic energy
source was a tape recorder placed in a fixed location (facing up).
The AD sampling was 13 bits and the sampling frequency was
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TABLE V
EXPERIMENTAL RESULTS

Number Source Coordinate Localization Error of Proposed Method (m) Localization Error of Traditional Method (m)

SNR = ∞ SNR = 30 db SNR = 20 db SNR = 10 db SNR = ∞ SNR = 30 db SNR = 20 db SNR = 10 db

1 (0, 3.3) 0.25 0.15 0.18 0.57 1.81 1.86 1.81 1.80
2 (−1.4, 2) 0.32 0.16 0.51 1.01 0.92 0.89 0.90 1.79
3 (0, 2) 0.45 0.25 0.41 0.76 0.92 0.86 0.86 0.78
4 (1.4, 2) 0.21 0.42 0.22 2.12 1.12 1.09 1.14 2.02
5 (−1.4, 0.5) 0.33 0.86 1.43 0.64 0.21 0.35 0.43 1.70
6 (0, 0.5) 0.25 0.36 0.32 2.85 0.16 0.11 0.30 1.17
7 (1.4, 0.5) 0.36 0.88 0.35 0.10 0.81 0.81 1.05 1.90
8 (−1.4, −0.5) 0.07 0.25 0.72 1.02 0.68 0.67 0.69 0.40
9 (0, −0.5) 0.30 1.01 0.30 0.78 0.4 0.45 0.40 0.72
10 (1.4, −0.5) 0.49 0.61 0.84 2.15 1.01 1.12 1.15 2.34
11 (−1.4, −2) 0.74 0.11 1.09 1.03 1.01 1.07 1.21 1.15
12 (0, −2) 0.51 0.27 0.61 1.99 1.30 1.27 1.21 1.46
13 (1.4, −2) 0.92 0.46 0.67 0.36 1.19 1.22 1.05 1.72
14 (0, −3.3) 0.65 0.50 0.60 0.65 2.10 2.10 2.15 1.50

Average error 0.42 0.45 0.59 1.15 0.98 0.99 1.03 1.46

3000 Hz. Two hundred sampling points were collected and used
to calculate the sound energy. Four router nodes were arranged
in a rectangle 6.6 m long and 2.8 m wide. The coordinates of the
four sensor nodes were (−1.4, −3.3), (−1.4, 3.3), (1.4, 3.3), and
(1.4,−3.3). The sensor nodes recorded when the sounds arrived.
The temperature at the time of the experiments was approxi-
mately 25 ◦C and the sound speed was about 346 m/s. The accu-
racy of the path loss exponent depended largely on two factors:

1) accuracy of the sound energy measured by the sensors;
2) measurement accuracy of the arrival times.

For the first factor, we obtained accurate sound energy values
by using six sound sensors (as previously described). For the
second factor, time synchronization was used every few seconds
in order to improve accuracy. The time synchronization method
was simple: the coordinator node sent a message to all router
nodes every few seconds and the router nodes reset their timers
after receiving this message. The time synchronization error was
no more than 1 ms.

The values of α (the real value was about 1.23) are shown
in Table IV and contain data from 40 experiments. The average
value is 1.1, which is close to the real value.

We selected 14 points to be localized in the area within the
rectangle. We measured each point nine times, and then calcu-
lated the average error of each localization point. Figs. 8 and 9
show localization results for when there is almost no noise when
using the traditional method (α ≈ 2) and the new method (α
calculated according to the environment). An error comparison
for different SNRs is shown in Table V.

From the results it can be concluded that our new method
reduced localization errors more than the traditional method (α
≈ 2) by nearly 60%.

C. Power Consumption Test

Power consumption is divided into three categories: AD sam-
pling, wireless sensor communication, and hardware (hardware
includes the sensor nodes and the sound sensors). As such,
power consumption is reduced by adopting a low sampling rate.

TABLE VI
POWER CONSUMPTION

Each Part Power Consumption (mW)

AD sampling 16
Communication 15
Sensor node 20
Sound sensor 3
Total 54

Thus, communications and sampling data are reduced using
low-power hardware. Moreover, sensors enter a dormant state
when there is no sound source (in order to conserve power con-
sumption).

The localization algorithm mentioned above is suitable for
low sampling rates and requires few sample points. However, it
can significantly conserve the AD sampling’s power consump-
tion. Additionally, wireless sensor communication power con-
sumption is minimized as a result of a reduction in the sampling
data transferred between nodes. In our experimental tests, the
total power consumption of the system is approximately 54 mW,
which is under the low power consumption requirement (about
100 mW). The maximum power consumption of each portion is
shown in Table VI.

VII. CONCLUSION

In this paper, a sound source localization method based on
sound source energy was developed under low power consump-
tion conditions. At first, several variables that may affect path
loss exponent were proposed, then the method to find the appro-
priate path loss exponent was given. To demonstrate its effec-
tiveness, some experiments were conducted. The results showed
that the energy-based sound source localization method can de-
termine the appropriate path loss exponent accurately and reduce
the localization error by around 60% compared to the traditional
method. From the simulation results, it also can be seen that in
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the proposed method localization error rates are significantly
reduced by adjusting the sensors’ weight coefficients when am-
bient noise exists. Above all, the proposed method demonstrates
some advantages over the traditional method including better ac-
curacy, satisfied real-time application requirements, and lower
power consumption. The future work will extend this algorithm
to switched wireless sensor networks by using the effective
switching technique [31].
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